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A Causal Photon Model for Optical Scientists & Engineers

Causal Physics: Photons by Non Interactions of Waves redefines the math-
ematical Superposition Principle as an operational Superposition Effect; which is 
the measurable physical transformation experienced by a detector due to stimula-
tions induced by multiple waves simultaneously acting on the detecting dipoles. 
This light–matter interaction process driven model emerges naturally by incorpo-
rating the observed properties, Non-Interaction of Waves (NIW) and quantized 
photo detectors needing to fill up their “quantum-cups” with the required 
quantity of energy from all the stimulating waves around it. By not incorporating 
this NIW-property explicitly, quantum mechanics failed to extract various embed-
ded realities in the theory while incorporated unnecessary hypotheses like 
wave–particle duality. The book utilizes this NIW-property to explain all the major 
optical phenomena (diffraction, spectrometry, coherence) without using any 
self-contradictory hypotheses that are prevalent now. 

An Unconventional Book for All Physicists

The text redefines the old ether (constituting the space) as a stationary Complex 
Tension Field (CTF), holding all the energy of the universe (no need for Dark 
Energy of Dark Matter). CTF sustains perpetually propagating EM waves as its 
linear excitations and the particles as self-looped localized resonant non-linear 
excitations. The two of the tensions,    and   , are identified by Maxwell as  
then the velocities of emitting and detecting atoms through the CTF contribute to 
the Doppler Shifts separately. This calls for re-visiting physical processes behind 
Hubble Redshift and hence Expanding Universe.

Novel Strategy for All Critical Thinkers: Visualize the Invisibles

The success of the book derives from a novel thinking strategy of visualizing the 
invisible interaction processes, named as Interaction Process Mapping Epistemol-
ogy (IPM-E). This is over and above the prevailing strategy of Measurable Data 
Modeling Epistemology (MDM-E). The approach allows the next generation of 
physicists to recognize that the “foundation of the edifice of physics” has not yet 
been finalized. IPM-E will stimulate more of us to become technology innovators 
by learning to emulate the ontologically real physical processes in nature and 
become more evolution congruent.
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Dedicated to

Max Planck, 

the father of the concept of 

quantized energy emissions

The following four quotations have been taken from Waermestrahlung 2nd ed., Max 
Planck (1913). [Translated by M. Masius, The Theory of Heat Radiation, Blakistons 
Son & Co. (1914); now available from Dover and Gutenberg eBook].

 #1. “Since nothing probably is a greater drawback to the successful develop-
ment of a new hypothesis than overstepping its boundaries, I have always 
stood for making as close a connection between the hypothesis of quanta 
and the classical dynamics as possible, and for not stepping outside of the 
boundaries of the latter until the experimental facts leave no other course 
open.” [Preface to the 2nd edition. See the reference above.]

 #2. “All heat rays (EM waves—author’s comment) which at a given instant pass 
through the same point of the medium are perfectly independent of one 
another (author’s underscore), and in order to specify completely the state 
of the radiation the intensity of radiation must be known in all the direc-
tions, infinite in number, which pass through the point in question; for this 
purpose two opposite directions must be considered as distinct, because the 
radiation in one of them is quite independent of the radiation in the other.” 
[Section 1. See reference above.]

 #3. “Even more essential for the whole theory of heat radiation than the distinc-
tion between large and small lengths is the distinction between long and 
short intervals of time.” [Section 3. See the reference above.]

  “Hence there exists in nature no absolutely homogeneous or monochro-
matic radiation of light or heat.” [Section 18]



 #4. “For the theoretical treatment, however, it is usually preferable to use the 
frequency  instead, since the characteristic of color is not so much the wave 
length, which changes from one medium to another, as the frequency, which 
remains unchanged in a light or heat ray passing through stationary media.” 
[Section 19. See the reference above.]

Even in 1913, 8 years after the introduction of “indivisible light quanta” by 
Einstein, Planck was reluctant to accept diffractively spreading out and randomly 
emitted EM wave packets as indivisible quanta. This is in spite of the fact that in 
1900 he was the very first one to introduce the concept of quanta in physics and ush-
ered in the age of quantum physics. During his statistical derivation of the Blackbody 
radiation (Planck’s) law from thermodynamics, he had to introduce the concept that 
the quantity of emitted energy must be quantized to hv. (Quotation #1 and further 
details in sections where he derives his law). This book provides a finite model enve-
lope for photon wave packets at emission. The basis of our book, Non-Interaction 
of Waves, was explicitly recognized several times by Planck in his book as “heat 
rays” (EM waves) being quite independent from each other (Quotation #2). He also 
recognized the limits of the time-frequency Fourier theorem by underscoring the 
non-existence of “monochromatic” waves (Quotation #3). Further, Planck was very 
conscientious about consistently seeking out the invisible physical interaction pro-
cesses while trying to derive his law of blackbody radiation by choosing the primary 
physical parameter ν, rather than the secondary parameter λ (Quotation #4). This 
was a critical decision that led him to find the quantum of energy as hv. These are the 
primary thrusts behind the evolution of this book after almost “fifty years of brood-
ing” over the nature of “light quanta” and coming to the same conclusion as Planck, 
which is that “photons” are diffractively spreading random wave packets. The author 
wishes he was introduced to this book in 1963, instead of finding it accidentally dur-
ing December 2013!
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Preface
This is an unconventional book on optics that goes in depth behind the emergence of 
physical superposition effects (SE) as experienced by detectors, rather than assum-
ing that the interference phenomenon is simply created by the mathematical super-
position principle (SP), which gives the prescription of directly summing the wave 
amplitudes, even though no force of interaction between waves in the linear domain 
has ever been determined. This book underscores that explicit attempts to visualize 
the invisible realities behind the light–matter interaction processes, and will open 
up better understanding of all optical phenomena.

Effective use of this book will require complementing it with an existing, excel-
lent senior-level textbook on optics or an equivalent background. Students, engi-
neers, and scientists with strong inquiring minds will find this book inspiring as it 
will provoke them to ask many new questions. Professionals who are not experts 
in the field of optical sciences may find reading the book backward, starting with 
Chapter 12, more productive, as it provides a gist of the book, besides the evolution 
of our scientific thinking models.

The book demonstrates that our persistent attempts to restore causality in physical 
theories will be guided by our capability to visualize the invisible light–matter inter-
action processes that are behind the emergence of all measurable data in our instru-
ments. Current theories emphasize modeling measurable data, rather than facilitating 
visualization of, or mapping, the ontological (actual) interaction processes going on 
in nature. Technology inventions require successful emulation of physical processes 
allowed by nature in novel ways, or in novel combinations, irrespective of our defi-
ciencies in developing the complete or the final theory for any relevant phenomenon. 
Consider the fact that we humans have connected all the global countries into a Global 
Village and ushered in the Knowledge Age by inventing and implementing all the nec-
essary technologies behind the radio wave, microwaves, and fiber-optic communica-
tion technologies. All the necessary technologies behind communication signals are 
handled by generating, manipulating, propagating, and detecting some combination of 
EM waves, electrons, and electric current. Yet, physicists will be forced to agree that 
we still really do not understand what photons and electrons are exactly, in spite of 
the best efforts by the best and brightest scientists over centuries. So, the primary 
thrust of this book is to draw close attention to the invisible ontological interaction 
processes behind various optical phenomena so we can emulate them more effi-
ciently and knowledgably in spite of limitations of our theories. Such an attempt 
immediately reveals that process-based understanding of superposition effects (SE) 
as experienced by detectors is dramatically different from the mathematical super-
position principle (SP). The process behind SE consists of two interaction process 
steps, amplitude–amplitude stimulation due to EM wave–dipole interaction followed 
by the quadratic energy exchange. SE is a physical phenomenon. SP is an interac-
tion-free mathematical construct. The model turns out to be a logically correct first 
step once we recognize that wave amplitudes can cross-propagate and co-propagate 
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through the same volume of a parent tension field, as they are just linear excitation 
states of the same tension field. The energy is still contained by the parent tension 
field; it is not carried by the excited wave-states. This is a profoundly important 
distinction from the prevailing explanation behind the appearance of measurable 
fringes on detectors.

Neither classical physics (CP) nor quantum mechanics (QM) has ever formally 
introduced any force of interaction between waves, yet the active roles of the detec-
tors to generate the superposition effects have not been formally introduced in the 
theories. As a result, both CP and QM have continued to introduce a good number 
of ad hoc hypotheses to explain measured superposition effects in different contexts, 
including the unnecessary postulate of wave–particle duality.

This book proposes to validate, step by step through 12 chapters, that the incor-
poration of the active roles of detectors to explain measured superposition effects 
(SE) can be used as an effective Occam’s Razor to remove a good number of the 
mutually contradictory hypotheses still prevalent in physics. We have to unlearn 
interference of waves! Non-interaction of Waves (NIW), or the NIW property, rep-
resents the generic behavior of all waves in the linear domain. Superposition effects 
emerge as different types of physical transformations experienced by different 
detectors, differentiated by their intrinsic QM dipolar characteristics, when simul-
taneously stimulated by the same set of multiple superposed waves that collectively 
deliver the necessary amount of energy that a quantum entity needs to absorb to 
undergo a QM-allowed physical transformation (such as releasing a photoelectron). 
Thus, optical superposition effects do not require us to accept noncausal hypothesis, 
such as interference phenomenon is nonlocal, or it is triggered by a single indivisible 
quantum even in the presence of multiple superposed beams. Any measured superpo-
sition effect is induced due to the presence of multiple waves carrying multiple sets of 
physical values of their parameters, and yet, all of them are simultaneously contribut-
ing to the specific quantity of energy to fill up the quantum cup of the detecting entity. 
Surprisingly, the QM recipe of taking the square modulus of the sum of all the joint 
dipolar amplitude stimulations induced by all the EM waves perfectly accommodates 
this process mapping that we are advocating. Thus, the process mapping approach 
makes QM much more realistic than the Copenhagen Interpretation has allowed us to 
extract out of QM formalism. Superposition effects can become manifest only when 
the detector is a resonant device and the stimulating waves are frequency-compatible 
with the detector. Then a frequency selective amplitude–amplitude stimulation takes 
place, whether classical or quantum mechanical. A classical sensor can absorb energy 
continuously, whereas a quantum device must undergo one-way QM energy level 
transition by filling its required quantum cup.

This book is an attempt to define a path to continue exploring the nature of light 
deeper than we have done so far. This attempt is justified from the deep frustration 
expressed by Einstein toward the very end of his life [see the first article in ref. 1.5].

“All fifty years of conscious brooding have brought me no closer to the answer to the 
question: What are light quanta? Of course, today every rascal thinks he knows the 
answer, but he is deluding himself.”
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We should recognize that we are far from finalizing and formalizing the foundation 
of the edifice of physics. All organized bodies of knowledge, constructed so far by 
human intellectual endeavors, are necessarily incomplete as they have been based 
upon insufficient understanding of the deeply interrelated universe. We should note 
that it was Einstein’s 1905 paper on photoelectric equation that succeeded in convinc-
ing the physics community to believe that photons are indivisible quanta, rather than 
as evolving classical wave packets after emission of the quantum of EM energy, as 
was always believed by Planck. Planck was the real discoverer of quantized emission 
and absorption of light by atoms and molecules (Planck’s radiation law of 1900). 
We should also note that in a causally evolving world, the word duality implies 
lack of deeper understanding of a phenomenon under consideration. This is how the 
phrase wave–particle duality emerged as a debate between Newton (corpuscular) 
and Huygens (secondary wavelets) over some 300 years ago. We must not convert 
lack of understanding (duality) as a firm new knowledge about nature. Sustained 
attempts to resolve the duality will accelerate the evolution of physics. So, the author 
has been promoting, through a specialized publication (Optics and Photonics News, 
special issue, October 2003) and through a successful special biennial conference 
series during the SPIE annual conferences since 2005 called “The Nature of Light: 
What Are Photons?” The purpose is to engage more and more people in a persistent 
inquiry of the deeper nature of EM waves.

The book will demonstrate that a relevant change in the strategy of our logi-
cal thinking can significantly enhance our understanding of the reality of nature. 
The strategy goes back to ancient times when our forefathers acquired the status 
of the dominant species by virtue of their mastering a wide variety of technologies 
beyond just controlled use of fire, animal husbandry, and agriculture. India, Egypt, 
China, Mesopotamia, Greece, Rome, etc., all had quite advanced cultural systems, 
some dating as far back as 3000 BC, and even more. All these ancient civilizations 
needed to spend time and give close attention to understanding the diverse physical 
processes allowed by nature and then emulate them in modified ways to create new 
technologies, enhance the quality of life, and to ensure their sustained evolution. It 
is their successes why we are here today at the cusp of the Knowledge Age while 
inventing new technologies at a rate that would have been unbelievable even a cen-
tury ago. The strategy behind successful evolution is invention of necessary new 
technologies, which is the emulation of physical interaction processes, allowed in 
nature, in novel ways to ameliorate the continuously emerging new challenges. This 
book proposes to underscore that we need to refocus our attention in understand-
ing and visualizing these invisible but ontological interaction processes in nature 
if we want to maintain the rate of innovation of technologies necessary for our sus-
tained evolution. Visualizing the processes behind the operating principles—say, 
building levees to control floods along the Tigris and Euphrates, as were done by 
the Mesopotamians—was complex in their engineering computations, but, at least 
the destructive and constructive processes involved were directly visible. However, 
controlling fission- or fusion-driven nuclear interactions processes as new energy 
sources is not directly visualizable, nor are the intricate complexities behind the cur-
rent biggest threat posed by global warming.
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With sustained successes over the recent several hundred years of our mathemati-
cal theories in modeling the measurable data, we have created a culture where the 
visualization of ontological interaction processes, or using our faculty of imagination 
to fathom the ontological reality, is being considered unnecessary, or even impos-
sible! In fact, the Copenhagen Interpretation of QM categorically suggests that we 
give up constructing physical pictures of the world of atoms and elementary par-
ticles. The standard advice is “Just compute” to validate measurable data, because 
“Nobody understands quantum mechanics.” Such a culture tends to suppress the 
fresh inquiring mind and slows down the progress of science. Human-invented 
mathematical logics represent the best tools, so far, to explore nature. All working 
mathematical theories are constructed based upon a set of hypotheses (conjectures) 
that can bring the best possible logical congruence and conceptual continuity among 
a group of interrelated observations. These hypotheses are constructed to overcome 
our ignorance (lack of direct knowledge), which the observed phenomena (measured 
data) do not reveal to us directly. As human scientific endeavors keep advancing, it 
should naturally anticipate that we would find conceptual contradictions in explain-
ing newer observations recorded with more refined measurement processes using 
improved or new instruments. Then, instead of creating newer hypotheses to pre-
serve the older theory, we should be reevaluating and reconstructing the original 
hypotheses and building a better or a newer theory through iterations.

Our currently successful theories of relativity and quantum mechanics have not 
yet succeeded in guiding us to develop seamless pictures of all physical processes 
going on in the nano and the macro universe. EM waves can cross the entire universe 
with the same perpetual high velocity without the aid of any new source of energy 
during its entire journey. But particles need to be pushed or pulled by some identifi-
able force (a suitable potential gradient to fall into or be repelled away). Massless 
EM energy in the radio domain never displays particle-like behavior; but those in 
the domain of 1020 Hz (massless, chargeless) gamma rays do not display wave-like 
behavior and are capable of generating charged electron–positron pairs of finite mass 
when colliding with heavy particles, or nuclei. Hence, the EM waves and particles 
are interrelated at a deeper level. The waves from the infrared to visible to soft x-ray 
region display both wave- and particle-like behavior because the detectors are quan-
tum mechanical devices. Assignment of wave–particle duality as the final knowl-
edge only encourages us to ignore our lack of knowledge about the cosmic substrate 
(vacuum), which can generate both massless EM waves and particles with mass and 
charge. Fortunately, scientific culture does relent and eventually accepts the newer 
and better models that have happened during the processes of accepting relativity 
and QM. These theories will also eventually yield to the universal force of constant 
change guiding persistent evolution when better theories with fewer ad hoc postu-
lates are constructed for smoother unification of natural phenomena.

Accordingly, throughout the book, we utilize an epistemology (detailed in the last 
chapter) that can guide us to proactively and iteratively keep on improving upon an 
existing working theory without waiting for a sudden disruptive revolution. The con-
cept is simple. It is based on our evolutionary need to understand the actual physi-
cal interaction processes in nature so we can successfully emulate them to create 
new technologies. We are proposing to incorporate Interaction Process Mapping 
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Epistemology (IPM-E) over and above the very successful prevailing approach, the 
Measurable Data Modeling Epistemology (MDM-E). Theories of relativity and 
quantum mechanics provide us eminently successful mathematical tools to model 
measurable data without any explicit guidance to visualize the invisible interaction 
processes that physics is supposed to help expose. This book inspires the readers, 
with examples, to visualize a level deeper and imagine the interaction processes that 
give rise to the measurable data. However, most readers would like to understand and 
apply this proposed approach in their professional lives immediately, which is one of 
the key objectives of this book.

Explicit recognition of superposition effects as generated by detectors, rather 
than due to mathematical summation of wave amplitudes, has deep implications, 
both in fundamental science and in engineering and technologies. The bulk of the 
book, Chapters 1 to 9, will consider basic light–matter interaction phenomena and 
show that such a recognition not only removes many existing conceptual contradic-
tions; it also opens up our mind to contemplate many new applications. However, 
Chapters 10 and 11 extend the consequences of detectors’ active role in generating 
superposition effects and the NIW property in fundamental physics (1) by present-
ing a causal model for photons as classical wave packets in Chapter 10 and (2) by 
explicitly recognizing space as a Complex Tension Field (CTF) in which EM waves 
and particles are propagating waves and localized self-looped resonant oscilla-
tions, respectively. We hope this will be inspiring for scientists and engineers with 
futuristic visions to develop causal unified theories of physics that will guide us to 
visualize and emulate ontological processes going on in nature. The last chapter 
strengthens the logical arguments behind the proposed shift in our methodology 
of inquiry to the interaction process mapping epistemology (IPM-E). This chapter 
helps us appreciate why we have been failing to replace the concept of interference 
phenomenon with the concept of physical Superposition Effects (SE) as experi-
enced by detectors, even though we encounter situations routinely with all kinds 
of waves in our daily lives that are supposed to make SE obvious to us due to the 
universal NIW property of waves.

I firmly believe that the book will be both enjoyable and stimulating to all readers 
with strong inquiring minds!

Chandrasekhar Roychoudhuri
Storrs, Connecticut
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1 Contradictions in 
Optical Phenomena

1.1  INTRODUCTION: CRITICAL ROLE OF ELECTROMAGNETIC 
WAVES IN ADVANCING FUNDAMENTAL 
SCIENCE AND VARIOUS TECHNOLOGIES

It is now well appreciated that the field of optical science and technology has been, 
and continues to be, one of the most important enabling forces in the entire history of 
human advancement in science and technology [1.1–1.4]. Accordingly, a deeper under-
standing of the nature of light, beyond that of the current level, has now become a 
critical necessity. We would be able to restore the progress in physics by changing our 
scientific culture from benign neglect to strong emphasis on visualizing the invisible 
light–matter interaction processes. A deeper understanding of the interaction processes 
will also help us emulate them in various novel forms to invent new technologies nec-
essary for our sustained evolution. We need to embark anew on comprehensive foun-
dational studies about generation, propagation, and detection of EM waves across the 
entire spectrum [1.5–1.8] while paying close attention to light–matter interaction pro-
cesses at every stage. The existing knowledge base provides us with a solid platform to 
advance our knowledge horizon further by respectfully “standing on the shoulders of 
giants” (a la Newton) who have already contributed an enormous amount of knowledge 
over the millennia. This will assure the emergence of the 21st century as the century of 
photonics [1.1–1.4]. The General Assembly of the United Nations has declared 2015 as 
the “Year of Light”. The unusual significance of EM waves derives from the fact that 
no other type of probing energy to explore natural objects has as much flexibility and 
capability as a scientific and engineering tool [1.9–1.12]. EM waves can deliver infor-
mation at an unsurpassably high data rate (fiber optic, Internet system, etc.), extract 
information out of materials in a wide variety of ways (spectrometric and other optical 
sensor technologies), deliver energy in unusually precise and controlled ways (laser 
material processing, laser surgery, etc.), and facilitate the visualization of information 
through various displays (from TV and computer screens to cell phones). Today, we 
will be blind without these displays. It is the photonics-empowered fiber-optic com-
munication system that has led human society to break into the Knowledge Age, which 
will facilitate the ushering in of a new stage in human evolution, consciously construct-
ing a purposeful and collective evolution [1.13].

The deeper significance of EM waves of all frequencies, which relates to fun-
damental physics, derives from the unusual diversity of their physical properties: 
(1) They can perpetually propagate with enormously high velocity across the entire 
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universe without the aid of any new force. (1) They can generate the electron–posi-
tron pair with well-defined mass and charges when their frequency is around 1020Hz 
while interacting with heavy particles, even though they are chargeless and mass-
less. The implication is obvious. At a deeper level, the EM waves and particles are 
inseparably interrelated. We need to understand the common cosmic substrate (vac-
uum) out of which both waves and particles emerge with distinctly different physical 
behavior and properties.

Hence, progress in physics will be emboldened by revisiting the foundational 
hypotheses behind our working theories to unite waves and matter, instead of stop-
ping our enquiry by simply accepting wave–particle duality as the final answer. This 
is substantiated by many recent critical publications by Nobel Laureate authors such 
as Anderson [1.14] and Laughlin [1.15], and renowned physicists such as Smolin 
[1.16], Penrose [1.17], and others [1.18] who raise questions about the direction of 
physics research and suggest avenues of development. The content of this book is 
derived from articles published by the author over several decades [1.19–1.30, a,b,c,d] 
in pursuit of replacing the mistaken concept of interference of waves by the physical 
process: superposition effect (SE) as experienced by detectors. Noninteraction of 
waves or the NIW property is common to all waves in the linear domain and in the 
absence of interacting materials. Recent publications [1.31] and conferences [1.32,33] 
have now started acknowledging that the foundational hypotheses behind various 
established theories of physics need to be revisited and revitalized to enhance the 
rate of progress and a new understanding in physics. Fortunately, scientists with 
engineering minds continue to successfully advance our technologies. In optics, 
the fields of nanophotonics [1.9] and plasmonic photonics [1.10] are advancing rap-
idly, all using Maxwell’s wave equation rather than propagating indivisible photons. 
Hence, the author proposes an improvement in the scientific paradigm (Chapter 12) 
but validated by discussions on several common optical phenomena presented in this 
book from Chapters 2–10, and then showing their possible implication in fundamen-
tal physics in Chapter 11.

1.2  CONTRADICTIONS AND PARADOXES

Let us now list a few contradictory and/or paradoxical assumptions behind our cur-
rent understanding of optical phenomena.

1.2.1  Diffractively SpreaDing Wave packet verSuS inDiviSible photon

Entire classical optical physics and optical signal processing, along with design 
and analyses of all practical optical instruments (telescopes, microscopes, spec-
troscopes, and all the recent accelerating developments in nanophotonics and 
plasmonic photonics), are essentially based upon the principle behind the Huygens–
Fresnel (HF) diffraction integral [1.34, 1.35]. This integral, which is a linear math-
ematical superposition of spherical harmonic wavelets, obeys both Helmholtz’s and 
Maxwell’s wave equations. Note that the physical picture behind the HF integral 
is that every point in the path of a propagating beam acts like a secondary point 
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source. It is worth pondering how a source-free region can facilitate the generation 
of innumerable secondary wavelets (see Chapter 11). But the mathematics works 
amazingly well. The integral summation of all these forward-moving spherical 
wave fronts (Equation 1.1), multiplied by an amplitude-reducing cosine factor, has 
been working remarkably well. U(P0) represents the total complex amplitude at a 
field point due to all the propagating secondary wavelets coming out of the source 
plane U(P) [1.35]:
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For plasmonic photonics, mutual influences between the stimulated material dipoles 
are taken care of by directly using Maxwell’s wave equation to accommodate mate-
rial properties.

Newton, a contemporary of Huygens, introduced serious doubt regarding wave 
nature of light by introducing the concept for light as corpuscular, which prevailed 
for about a century until Young demonstrated the double-slit interference effect in 
1803. Then, classical physics of electromagnetism advanced rapidly to its maturity 
through the entire 1800s, especially with the help of the Maxwell wave equation 
presented in 1864. History was reversed again in 1905 when Einstein introduced 
the concept of indivisible quanta to explain the observed quantumness in the pho-
toelectric data instead of attributing it to quantization of the binding energies of the 
photoelectrons. His concept was emboldened by de Broglie’s introduction of the con-
cept of wave–particle duality for electrons in 1924. This concept of duality was soon 
elevated from lack of sufficient knowledge to new knowledge after Dirac succeeded 
in quantizing the EM field in 1927. However, sustained progress in optical science 
and technologies has been continuing unabated even though optical engineers and 
physicists give only lip service to the concept of indivisible light quanta. Instead, 
they use Maxwell’s wave equation and the HF integral. Classical optics has main-
tained its status as the most important factor in enabling science and technology for 
almost all fields relying essentially on the classical wave concept. However, Dirac’s 
success also facilitated the development of the field of quantum optics, and one of 
the current dreams of this field is to develop quantum computers using indivisible 
single photons leveraging the concept of single-photon interference (another one of 
Dirac’s hypotheses). So, the concept of wave–particle duality has now become as if it 
is confirmed knowledge, largely replacing our sense of a lack of detailed knowledge 
about the physical processes that take place behind the emission and absorption of 
discrete packets of EM energy.

Huygens–Fresnel’s wave picture and Einstein–Dirac’s indivisible quanta rep-
resent one of the strongest unresolved issues in physics, but we tend to ignore it 
[1.5–1.8]. We should accept these contradictions as a great opportunity to review 
the foundational hypotheses to visualize physical processes in nature rather than 
hide our ignorance behind the noncausal concept of wave–particle duality. Had 
Einstein assigned the quantumness to the binding energies of the electrons, as the 
recent superconductivity-related experimenters are finding out [1.36], perhaps he 
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would have invented quantum mechanics. He also ignored Planck’s model of pho-
tons. It was actually Planck (1900) who firmly established the discreteness in energy 
exchange by atoms, molecules, and their solid-state assemblies through Planck’s 
radiation law. Planck’s lifelong view was that photons emerge as classical wave 
packets. The discrete frequency in emission was already established earlier by the 
Ritz–Rydberg empirical relation for atomic spectra. However, we have learned very 
little that is new about the deeper nature of light beyond Maxwell’s equation, for-
mulated in 1864! In spite of great successes in predicting the measurable data, the 
formalism of quantum mechanics does not help us extract detailed pictures about the 
physical processes that are going on in the micro universe.

The definition of a photon by quantum electrodynamics is something like an 
indivisible packet of energy but represented by a Fourier monochromatic mode of 
the vacuum [1.5, 1.37], which is problematic. First, such individual photons cannot 
be localized in space and time. Second, an infinitely long Fourier mode violates 
the principle of conservation of energy. Third, superposition of many Fourier fre-
quencies creating a space-finite pulse in free-space to model pulsed light is an 
invalid conjecture because waves cannot interact and regroup their energies in the 
absence of interacting materials [1.7]. Fourth, it assigns rich properties to “vac-
uum” and yet relativity and quantum physics do not want to explicitly recognize 
space as a real physical medium [1.8] (see Chapter 11). Finally, quantum photon’s 
indivisibility [1.38] directly contradicts the immensely successful HF diffraction 
theory [1.28].

Thus, we need to keep on exploring the proper model for photons based on an 
evolving map that continues to provide us with better explanations for the invisible 
physical interaction processes behind all light–matter interactions. In Chapter 10 we 
will present a new but provisional model for photons as space- and time-finite wave 
packets, whether emitted through spontaneous or stimulated emission. The model 
is congruent with most of the classical and quantum-mechanical observations, with 
further support from our improved formulation for classical spectrometry, which is 
developed in Chapter 5.

1.2.2  Spectrometry

In classical spectrometry, we derive the instrumental response function (or instru-
mental width) by propagating an infinitely long monochromatic (single-frequency) 
continuous wave (CW). This mathematically convenient approach is physically 
incongruent with reality. First, we ignore the fact that the law of conservation of 
energy does not allow for the existence of any CW signal that can stretch over all 
space and time. All realistic signals must necessarily be finite in space and in time 
since no source can supply an infinite amount of energy for an indefinitely long time. 
Even a CW laser has to be turned on and off. Second, we use the traditional recipe of 
de-convolving this instrumental width from the measured spectral data to obtain the 
actual spectrum for the source under study if the source emits continuous intensity, 
whether it is a thermal lamp driven by spontaneous emissions, or a laser driven by 
stimulated emissions from multitudes of atoms or molecules. Spontaneous emissions 
are Newton’s corpuscular (pulsed) wave packets.



5Contradictions in Optical Phenomena

Let us appreciate the contradictions built into our current hypotheses behind 
spectrometric interpretations of instrumental fringe widths. If we send a beam from 
a CW He-Ne laser, consisting of three longitudinal modes (frequencies) through a 
high resolution Fabry-Perot spectrometer, we will register three fringes of finite half-
width (dashed curves in Fig.1.1), which is much broader than the actual spectral 
width of the He-Ne laser lines (let us assume 100MHz in the Fig.1.1). In reality, a 
CW He-Ne laser mode line width is typically 100kHz, or narrower. We never con-
fuse this 1000-times broadened line width as real spectral width. It is correctly inter-
preted as the broad CW instrumental response function convolved with the actual 
laser line width. Now, let us modulate the laser beam with a high speed external 
modulator of speed, say, 300MHz. Then the output fringes would be broadened by 
almost a factor of three (the three solid curves in Fig.1.1). 

This broadening is currently explained as convolution of the Fourier spectrum with 
the CW response curve. It turns out that this interpretation is mathematically correct 
(see Ch.5) [1.23, 1.27]. Does it correspond to physical reality? Consider the concep-
tual contradictions. If the Fourier transform of a pulse envelope does represent the 
physical spectrum contained in the pulse, then we do not need to use a spectrometer 
at all. We just need to measure the pulse envelope with a fast detector and then take 
the mathematical Fourier transform. The real physical process is that the replicated 
pulses generated by the spectrometer with a periodic step delay, are superposed 
only partially, creating the fringe broadening. So, one is required to derive the pulse 
response function and then de-convolve this function from the measured fringe 
function to obtain the physical spectrum contained in the pulse. A spectrometer, 
being a linear system, cannot read the pulse envelope and then respond to its Fourier 
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FIGURE 1.1 Contradictions in the interpretations of the spectrometer fringe broadening 
due to CW and pulsed light. Spectral fringe broadening by a spectrometer of a CW laser 
mode is compared with the extra broadening from using an external modulator to generate 
short pulses. We have been using self-contradictory concepts to explain spectral fringe broad-
ening due to the CW response function and pulse response function from the same passive 
spectrometer. We assume that CW broadening is an instrumental artifact, but the broadening 
due to a pulse is caused by Fourier frequencies of the pulse envelope [1.38a].
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frequencies. That is a non-causal demand on any linear instrument. But prevailing 
theory turns out to be correct. The broader fringe appears to be a convolution of the 
Fourier intensity spectrum with the monochromatic CW response function of the 
spectrometer. However, this matching of the measurable data with the theory does 
not necessarily mean that we have found the correct theory to explain the physi-
cal processes behind the fringe broadening when the signal is a short pulse. There 
are logical contradictions built into this time-frequency Fourier transform (TF-FT) 
theorem [1.21]. There are three process steps behind Fourier transformation: (i) First, 
the instrument has to read the specific envelope function arriving with a finite veloc-
ity. (ii) Then it has to store the functional form for this envelope in some physical 
memory. (iii) Then it must carry out the Fourier transform algorithm. A prism, a 
grating or a Fabry-Perot spectrometer, built out of optical components and based on 
materials with linear response properties, simply cannot carry out the above three 
complex functional steps. Besides, the word spectrum should be reserved to account 
for the distribution of real carrier frequencies emitted by a physical source.

1.2.3  coherence

It is quite standard to characterize white light from thermal sources as the most inco-
herent signal since they constitute innumerable spontaneously emitted pulses with 
randomly distributed phases and frequencies. Yet, Michelson was the master of white 
light interferometry to measure thicknesses and refractive indices of many optical 
components and materials using his famous Michelson interferometer by adjusting the 
relative path delay between the two arms of his interferometer to zero. In other words, 
even the most incoherent light can produce precisely measurable superposition fringes 
if the relative path delay between a pair of replicated light beam is close to zero (order 
of interference m ≡ Δ / λ = 0 +). In fact, web searching will show many photographs of 
beautiful white light fringes slowly fading out from high to low contrast from the center 
(m = 0), produced by a typical double-slit interference setup (Figure 1.2). Clearly, white 
light is not intrinsically incoherent. Measurement conditions and the integration time 
of the detectors determine the visibility of superposition fringes.

More than a century ago, Michelson hypothesized that different optical fre-
quencies do not interfere [1.39]. All modern Fourier transform spectrometry (FTS) 
assume this hypothesis; and the FTS algorithm works! However, since 1955, after the 
discovery of very fast photoelectric detectors [1.40] for the visible range, the theory 
and technology for light-beating spectrometry (LBS) was established, and it was 
shown that different optical frequencies do generate superposition effect as oscil-
latory heterodyne current. Thus, we have a conceptual contradiction! In fact, if one 
can magically replace the slow detectors by very fast ones in all the FTS instruments 
overnight, all instruments will stop functioning properly the next day. The detectors 
will generate oscillatory current for fixed-path delay, showing superposition effects 
due to different frequencies, which is not built into the FTS algorithm.

We measure the normalized degree of coherence (autocorrelation function), γ(τ) 
through visibility of fringes [1.41]. In Chapter 6 the reader will see that our for-
mulation recognizes that replicated and delayed superposition of pulses, a(t) and 
a(t−τ) with unequal amplitudes produce time-varying fringe visibility even when 
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the pulse contains a single carrier frequency, πνa t i t( )exp[ 2 ]0 . Yet, we assign the 
time-integrated reduced visibility to the presence of Fourier spectrum, �A f( ), where

� �a t a f( ) ( ) form an FT pair and � ≡A f a f( ) | ( )|2 . We leverage the autocorrelation 
theorem, which says that the autocorrelation function and the Fourier spectral inten-
sity function form a Fourier transform pair, � �γ τ A fnorm( ) ( ). . Mathematically 
savvy readers may note that the Fourier conjugate variable for the autocorrelation 
theorem is ( f,τ), whereas those for the original Fourier transform for the pulse is 
( f,t). Note that t is the running-time, τ is the experimentally introduced relative delay 
time, f is the mathematical Fourier frequency, and ν0 is the physical E-vector undula-
tion frequency. In deriving the autocorrelation theorem, we switch between t and τ, 
and between ν0 and f, based on mathematical conveniences with complete disregard 
to what are real physical variables in each separate context.

Formal coherence theory, developed during the 20th century [1.34, 1.41], expresses 
the measurable visibility of fringes as modulus of the normalized degree of coher-
ence or the autocorrelation function for the incident signal a(t):

 
a t a t

a t a t dt

a t dt a t dt
t normγ τ ≡ < − τ > = ∫ − τ

∫ ∫

∗

( ) ( ) ( )
( ) ( )

[ | ( )| ] [ | ( )| ]
1 2

1
2 1/2

2
2 1\2

 (1.2)

Autocorrelation between a pair of replicated fields to generate measurable changes 
implies some form of field–field interaction force, which has never been formally 

m = vτ = –6 m = vτ = 6
m = vτ = 0

τ = 0

Blue
frequency

Green
frequency

Red
frequency

All
frequency

m = vτ = –6 m = vτ = 6m = vτ = 0
τ = 0

FIGURE 1.2 “Highly incoherent” white light can produce quantifiable fringes for measure-
ments for small path differences (see the very bottom sketch above). The fringes wash out 
for increasing relative path differences. When the red, green, and blue frequencies are used 
separately, it can be seen that the overlap of these different frequency sets, because of increas-
ing spatial frequencies, tends to create the washout effect. White light is not “incoherent” in 
its intrinsic nature.
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declared. Further, the degree of coherence (or partial coherence, or degradation of 
fringe visibility), as defined by Equation 1.2, implies that some detecting device has 
to integrate the signal during the entire existence of the pair of time-delayed pulses. 
If we can invent an attosecond detector along with a compatible display system like 
a superfast streak camera, we would be able to register high-visibility fringes even 
with picosecond pulses. By ignoring the key roles played by detectors in facilitating 
the emergence of various superposition effects, we have been assigning the charac-
teristics of detectors as those of EM waves! Detailed analysis of the correlation pro-
perties of light as registered by slow and fast detectors will be presented in Chapter 6. 
Key roles played by the intrinsic time-averaging property of quantum detectors and 
time-integration properties of detection systems are explained in Chapter 3.

1.2.4  moDe-lock phenomenon

At present, we explain mode-lock phenomenon as simply due to summation of a 
periodic set of longitudinal modes in a laser cavity that maintain a perfectly steady-
phase relation with each other and whose frequencies are spaced by δν = c/2L = 1/τ, 
determined by the laser cavity length L, c being the velocity of light and τ being the 
cavity round-trip delay. The implication again is that the wave amplitudes interact 
with each other and create a periodic temporal redistribution of EM wave amplitudes 
a(t−nτ) with a new carrier frequency ν0, which is the mean central frequency of the 
mode set:

 

∑ ∑=ν =

=
π τ
π τ

πν + φ ≡ − τ

πν + φπ ν + δν + φ

− −

+ −
π δν

− −

+ −

πν + φ

eE t e e

N t
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ei t i a t n e

i t i
cavity
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N
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i n t

N

N

c i t i c
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sin ( / )
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2
0

2 ( )
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( 1)/2
2 ( )

( 1)/2

( 1)/2

2

0 0

0 0

 (1.3)

It is important to note the subtle but profoundly important difference between 
Equation 1.1 for diffraction and Equation 1.3 for mode locking. For Equation 1.1 
we accept completely free evolution of each of the secondary wavelets indepen-
dent of the others for all forward propagation. No regrouping of amplitude and 
intensity in space or time takes place until we put a detector array in any specific 
forward plane. However, the execution of the summation in Equation 1.3 implies 
regrouping of effective amplitude, and hence intensity, in the time domain. Yet, 
the mode summation hypothesis to explain the physical mode-locking process 
persists due to systematic validation of Equation 1.3 with measurable data. Here, 
we will only mention the conceptual contradictions that we have been overlook-
ing. The set of laser cavity modes, also known as the frequency comb, is now 
finding a wide range of applications [1.42] in fundamental physics and in diverse 
technologies. However, the second line of Equation 1.3, after summation (assump-
tion of interference), implies that the comb frequency should not be present in 
the individual output pulses from a perfectly mode-locked laser. They all should 
morph into a single central carrier frequency ν0.
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In Chapter 7 we will show that, in reality, it is the time-gating property of the 
intracavity mode-locking device in front of the output mirror that plays the key role 
in periodically opening and closing the laser cavity gate.

1.2.5  DiSperSion phenomenon anD time-frequency 
fourier theorem (tf-ft)

Newton very clearly demonstrated the material dispersion phenomenon of light and 
the differential velocities of different optical frequencies contained in sunlight by 
using his hand-polished glass prism. Today, when it comes to propagating a simple 
pulse through a dispersive medium, we actually propagate the mathematical Fourier 
frequencies obtained by using the famous time-frequency Fourier theorem (TF-FT). 
The correctness of mathematics, after over two centuries of useful applications in 
many different fields, is definitely not in question. However, does the TF-FT map 
give any valid physical process for EM waves, especially in the optical domain 
where we can detect only energy by quantum detectors? If EM waves were able to 
interact to regroup their amplitudes, then a normal multimode laser beam from an 
He-Ne laser, with very narrow line width, would have emerged as randomly pulsed. 
In reality, its intensity remains steady.

Let us now raise the following question. Is the observed pulse broadening through 
dispersive media due to differential propagation velocities, v( f) = c/n( f), of the 
Fourier frequencies f due to the pulse envelope a(t)?

 
a f a t e dti ft� ∫= −∞

∞
π( ) ( )Fourier decomposition: 2  (1.4)

 
a t a f e dfi ft�∫= −∞

∞
− π( ) ( )Fourier synthesis: 2  (1.5)

Let us analyze the physical process steps required for a dispersive medium to 
experience the Fourier frequencies. The molecules on the entry facet of the 
dispersive medium experience the pulse a(t) over a finite period, not instanta-
neously, because a light pulse enters the medium with a finite velocity. For a 
molecule on the entry surface to respond to the Fourier decomposed frequen-
cies �a f( ), it must first keep on recording the shape of a(t) over a finite period, 
store it in its memory, and then carry out the mathematical algorithm given by 
Equation 1.4. Obviously, material molecules do not have all these capabilities! 
Note also that Equation 1.5 demands that we formalize a new force of interac-
tion between EM waves so that they can regroup their energy by themselves.

We should recognize that the group velocity, defined as (dω/dk), which plays a 
critical role in traditional pulse propagation through diverse media, is derived based 
upon automatic summation of two or more continuous waves of different frequencies 
giving rise to apparent propagating beat envelope, which, again, assumes some force 
of interaction between waves.
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We will illustrate in Chapter 8 that pulse broadening in dispersive media can 
take place in two different ways. The first process is time-diffraction due to dif-
ferential propagation delays of Huygens–Fresnel secondary wavelets, depending 
upon the structure of the propagating medium. The second process is due to the 
differentially delayed propagation of different carrier frequencies that actually 
exist in the pulse, for example, the comb frequencies of a mode-locked laser 
pulse.

1.2.6  polarization phenomenon

In the two-beam Mach–Zehnder interferometer, if the two superposed beams pro-
duced from the same source are converted to orthogonally polarized states, the fringe 
visibility goes to zero (see Figure 1.3). The logical argument is that orthogonally 
polarized light beams cannot produce any superposition effect. The tacit assumption 
is that orthogonally polarized light beams do not interact with each other, which is 
correct! And yet, we assume that when we superpose the same two orthogonally 
polarized light beams, but with an exactly 90° relative phase delay between them, 
they produce a single beam with elliptically polarized, spiraling E-vector! Now the 
waves are interacting by themselves. We tend to ignore these obvious contradictory 
assumptions. We will discuss these issues in Chapter 9 and show that helically spi-
raling E-vector is not a correct physical model for polarized light.

(b) 

(c)

(a)

M1

M2BS1

BS2P2

P1

A

CCD
Camera

FIGURE 1.3 (a) A Mach–Zehnder interferometer with controlling polarizers and an ana-
lyzer. (b) In the absence of the polarizers P1, P2, and analyzer A, and with an incident verti-
cally polarized beam, high-visibility fringes are obtained on a detector array because both 
the beams are polarized parallel to each other. (c) When the beams are converted into orthog-
onally polarized beams by using an input beam with 45° polarization and using P1-vertical 
and P2-horizontal, the fringe visibility drops to zero, as shown in the outer edges of (c). In the 
center of (c), high-visibility fringes are restored again by inserting a polaroid in front of the 
camera, which bisects the two orthogonal polarization vectors [1.49].
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1.2.7  photoelectron counting, entangleD 
photonS, bell’S inequality, etc.

When one claims that he or she has registered a single photon “click,” what has 
really been measured in the instrument is a current pulse consisting of many 
billions of electrons through amplification of the light-induced emission of one 
or more starting electrons. An average current of one ampere corresponds to 
6.2415 × 1018 electrons/s. So individual “clicks” in a train of pulses equivalent to 
one nanoampere current per pulse would contain several billion electrons. Drawing 
a conclusion from such current pulses that photons are indivisible quanta and each 
electron is released by a single indivisible light quantum does not demonstrate a 
one-to-one logical correlation. We have also noted in the Preface that QM never 
demands that a quantum device cannot accept energy from unquantized energy 
sources. Properly chosen kinetic electrons can excite any atom to any of its discrete 
upper excited levels.

Publications by Lamb [1.43, 1.44], Jaynes [1.45], etc., indicate that semiclassical 
theory is adequate to explain almost all the light–matter interaction phenomena. 
Of course, the incident radiation must have the right frequency νmn to be able to 
stimulate the bound electron and transfer the right amount of energy as per quantum 
mechanical rules, = νE hmn mn. It has been found that when the flux density of the 
EM waves is excessively low, even the right frequency cannot induce photo electron 
emission [1.46]. However, our existing culture empowers us to ignore such experi-
ments in favor of the prevailing notion: indivisible single-photon interfere.

When the simultaneous generation of a pair of photon wave packets originates 
from a single quantum emitter, then the parameters of the two photons must con-
form to the various conservation laws for the emission, for example, orthogonal 
polarization, and accordingly, the photons must display complementary properties 
on measurements. But such correlation between the conserving parameter should 
not be construed as some novel nonlocal phenomenon. When an electron–positron 
pair collides to generate a pair of photons, all of their physical properties must con-
form to various conservation laws. We do not call them entangled gamma photons. 
Existence of nonlocal communication or persistence of mutual influence between 
photons, while each one of them is propagating away at the velocity c, is a noncausal 
postulate unless we can demonstrate that there exists a long-range force of interac-
tion between EM wave packets. This book is based upon the realization that photon 
wave packets do not interact by themselves (the NIW property). Entanglement is an 
inappropriate word to be used for photon wave packets, which should remain firmly 
based upon well-defined cause–effect force laws and mathematical logics.

Bell’s inequality [1.47] is used to argue that interference is a nonlocal pheno-
menon based on his conditional probability theorem. First, the very mathematical 
assumption behind the theorem and the mode of application has been seriously chal-
lenged [1.48,a,b,c,d,e]. But more importantly, Bell’s derivation sums wave amplitudes 
under the assumption that waves (or photons) directly interact with one another and 
redistribute mutual energies to generate fringes. Again, such an assumption implies 
wave–wave or field–field interaction, which has not been formally established either 
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by classical or by quantum physics. We have stopped inquiring through which physi-
cal process and/or by what physical force the following two physical operations, 
implied by our causal mathematics, are being carried out: (i) The physical sum 
operation of amplitudes, ψ = ∑ En n; and (ii) the physical square modulus operation, 
ψ| |2 . Simple linear undulations of EM waves cannot carry out these two operations. 

Only, complex material dipoles can do.
The key point that stands out from the discussions on this small number of pre-

vailing contradictions is that, in classical physics, we have been using an undeclared 
assumption that propagating wave packets interact with one another to create redis-
tribution of field energy. However, physics has never formally enunciated any force 
of interaction between EM waves in the absence of an interacting medium. Quantum 
physics has tried to overcome the problems due to this misconception by promoting 
the hypothesis that an indivisible photon interferes with itself to generate superposi-
tion fringes. Neither of these branches of physics openly acknowledges the direct 
role of detectors and the significance of physical interaction processes in nature. 
We  should recognize that the mathematical superposition principle can become 
physical only through the mediation of some interacting detector. It is the detector 
that makes the superposition effect become manifest as its physical transformation 
due to joint stimulations induced by multiple waves, while absorbing energy from 
all the superposed fields.

As mentioned earlier, we need to replace the analytically convenient mathe-
matical superposition principle (SP) of directly summing wave amplitudes by the 
energy-absorption-process-driven model of SE (superposition effect as experienced 
by detectors). SP implies interaction of waves, which is incorrect. But we have been 
continuing to use SP as a physical principle of nature for centuries because measur-
able data have been corroborating observations in most cases, except for a detector 
constant. However, we have achieved this success at a great price: that of giving 
up modeling physical processes in nature, while introducing over the centuries one 
after another new noncausal hypotheses to enforce the acceptance of SP as an oper-
ational principle of nature. We hope to establish through this book that once we 
accept process-mapping as the core philosophy of physics (acceptance of SE, etc.), 
we will find that the QM formalism has more realities built into it [1.49] than the 
Copenhagen Interpretation (CI) has allowed us to extract out of it so far [1.50].

REFERENCES

[1.1a] “Optics and Photonics: Essential Technologies for Our Nation” (USA), The National 
Academies Press, 2012, http://www.nap.edu/openbook.php?record_id=13491&page=1

[1.1b] “National Photonics Initiative,” sponsored by APS, IEEE-Photonics, OSA and SPIE, http://
www.lightourfuture.org/files/8213/6926/8110/Lighting_the_Path_to_a_Competitive_
Secure_Future_052313.pdf

[1.2] “Harnessing Light: Optical Science and Engineering for 21st Century” (USA), 
1998, http://www.nap.edu/catalog.php?record_id=5954

[1.3] “Consolidated European Photonics Initiative: “Photonics for the 21st  century,”  2005,  
https://europa.eu/sinapse/sinapse/index.cfm?&fuseaction=lib.detail&LIB_
I D = 0 D 1 C D E 6 8 - C 3 8 E - 8 B 9 F - 7 B 3 E 6 8 B F B C F 8 F C 4 D & b a c k f u s e = l i b 
.all&page=5&bHighlight=false



13Contradictions in Optical Phenomena

[1.4] World Wide Photonics Industry Clusters http://spie.org/x22931.xml
[1.5] C. Roychoudhuri and R. Roy, Guest Editors, “Optics and Photonics News Trends,” 

The Nature of Light: What is a Photon? http://www.osa-opn.org/Content/ViewFile 
.aspx?id=3185, Special issue of OPN, October, 2003.

[1.6] C. Roychoudhuri, A. F. Kracklauer, and K. Creath, Editors, The Nature of Light: What 
Is a Photon?, CRC/Taylor & Francis, 2008.

[1.7] C. Roychoudhuri, “Why we need to continue the ‘What Is a Photon?’ conference: 
To re-vitalize classical and quantum optics,” keynote presentation, SPIE Conf. Proc., 
Vol. 7421-28, 2009.

[1.8] C. Roychoudhuri, “Next frontier in physics—space as a complex tension field,” 
doi:10.4236/jmp.2012.310173. J. Mod. Phys., Vol. 3, pp. 1357–1368, October 2012, 
http://www.SciRP.org/journal/jmp

[1.9] M. Otsu, K. Kobayashi, T. Kawazoe, T. Yatsui, and M. Naruse, Principles of 
Nanophotonics, CRC Press, 2008.

[1.10] J. Jhang and L. Zhang, “Nanostructures for surface plasmons,” Adv. Opt. Photonics, 
Vol. 4, pp. 157–321, 2012, doi:10.1364/AOP.4.000157.

[1.11] N. Horiuchi, “Terahertz technology: Endless applications,” Nat. Photonics, Vol. 4, p. 
140, 2010, doi:10.1038/nphoton.2010.16 Terra Hartz review.

[1.12] C. P. Wong, K.-S. Moon, and Y. Li, Nano-Bio- Electronic, Photonic and MEMS 
Packaging, Springer Science + Business, 2010.

[1.13] C. Roychoudhuri, “The consilient epistemology: Structuring evolution of logical 
thinking,” in Proc. 1st Interdisciplinary CHESS Interactions Conf., Eds. C. 
Rangacharyulu and E. Haven, Imperial College Press, London, 2009.

[1.14] P. W. Anderson, More and Different: Notes from a Thoughtful Curmudgeon, World 
Scientific Publishing, 2011.

[1.15] R. Laughlin, A Different Universe: Reinventing Physics from the Bottom Down, Basic 
Books, 2006.

[1.16] L. Smolin, Trouble with Physics, Houghton Mifflin, 2006.
[1.17] R. Penrose, Road to Reality, Alfred Knopf, 2005.
[1.18] T. Silverman, Philosophical Solutions: In Physics, Mathematics and the Science of 

Sentience, International Institute for Advanced Studies, 2010.
[1.19] C. Roychoudhuri, “Response of Fabry–Perot interferometers to light pulses of very 

short duration,” J. Opt. Soc. Am., Vol. 65, No. 12, p. 1418, 1975. [The analysis of 
this paper is followed and cited in two books: (i) Fabry-Perot Interferometers by G. 
Hernandez, Cambridge University Press, 1986 and (ii) The Fabry–Perot Interferometer 
by J. M. Vaughan, Adam Hilger, 1989.]

[1.20] C. Roychoudhuri, “Demonstration using a Fabry–Perot. I. Multiple-slit interference,” 
Am. J. Phys., Vol. 43, No. 12, p. 1054, 1975.

[1.21] C. Roychoudhuri, “Is Fourier decomposition interpretation applicable to interference 
spectroscopy?,” Bol. Inst. Tonantzintla, Vol. 2, No. 2, p. 101, 1976.

[1.22] C. Roychoudhuri, “Causality and classical interference and diffraction phenomena,” 
Bol. Inst. Tonantzintla, Vol. 2, No. 3, p. 165, 1977.

[1.23] C. Roychoudhuri, J. Siqueiros, and E. Landgrave, “Concepts of spectroscopy 
of pulsed light,” pp. 87–94 in Proc. Conf. Optics in Four Dimensions, Eds. M. A. 
Machado Gama and L. M. Narducci, American Institute of Physics, 1981.

[1.24] D. Lee and C. Roychoudhuri, “Measuring properties of superposed light beams carrying 
different frequencies,” http://www.opticsexpress.org/abstract.cfm?URI=OPEX-11-8-944, 
Opt. Express, Vol. 11, No. 8, pp. 944–951, 2003.

[1.25] C. Roychoudhuri, “What are the processes behind energy re-direction and re-distribu-
tion in interference and diffraction?,” Proc. SPIE, Vol. 5866-16, pp. 135–146, 2005.

[1.26] C. Roychoudhuri and C. V. Seaver, “Are dark fringe locations devoid of energy of super-
posed fields?,” in The Nature of Light: Light in Nature, Proc. SPIE, Vol. 6285-01, 2006.



14 Causal Physics: Photons by Non-interactions of Waves

[1.27] C. Roychoudhuri, “Bi-centenary of successes of Fourier theorem! Its power and limi-
tations in optical system designs,” Invited paper, SPIE Conf. Proc., Vol. 6667-18, 2007.

[1.28] C. Roychoudhuri, “Exploring light-matter interaction processes to appreciate various 
successes behind the Fourier theorem!” A tribute conf. to Joseph Goodman, SPIE 
Proc., Vol. 8122-15, 2011.

[1.29] M. Ambroselli, P. Poulos, and C. Roychoudhuri, “Nature of EM waves as observed and 
reported by detectors for radio, visible and gamma frequencies,” Proc. SPIE, Vol. 8121-
41, 2011.

[1.30] M. Ambroselli and C. Roychoudhuri, “Visualizing superposition process and appre-
ciating the principle of non-interaction of waves,” Proc. SPIE, Vol. 8121-49, 2011.

[1.30a] C. Roychoudhuri, “Tribute to H. John Caulfield: Hijacking of the ‘holographic prin-
ciple’ by cosmologists,” Proc. SPIE 8833–15 (2013).

[1.30b] C. Roychoudhuri, “How would photons describe natural phenomena based upon their 
physical experiences?” Proc. SPIE 8832–34 (2013).

[1.30c] C. Roychoudhuri and M. Ambroselli, “Can one distinguish between Doppler shifts due 
to source-only and detector-only velocities?” Proc. SPIE 8832–49 (2013).

[1.30d] M. Ambroselli and C. Roychoudhuri, “Resonant energy absorption and the CTF 
hypothesis,” Proc. SPIE 8832–29 (2013).

[1.31] Special Issue, “Forty years of string theory: reflecting on the foundations,” Found. Phys., 
Vol. 43, Issue 1, January 2013, http://link.springer.com/journal/10701/43/1/page/1

[1.32] SPIE conference series: “The nature of light: What are photons?,” SPIE Conf. Proc., 
Vol. 5866, 2005; Vol. 6664, 2007; Vol. 7421, 2009; Vol. 8121, 2011; Vol. 8832, 2013; 
go to spie.org and search for the proceeding volumes.

[1.33] Vaxjo conference series at the Linnaeus University on Foundations of Quantum 
Theory and also Probability, http://lnu.se/forskargrupper/icmm/conferences

[1.34] M. Born and E. Wolf, Principle of Optics, Cambridge University Press, 1999.
[1.35] J. Goodman, Fourier Optics, McGraw-Hill, 1996.
[1.36] H. Rogalla and P., H. Kes, Eds., 100 Years of Superconductivity, CRC Press, 2012.
[1.37] P. A. M. Dirac, The Principle of Quantum Mechanics, Oxford University Press, 

Reprint, 1974.
[1.38] A. Muthukrishnan and C. Roychoudhuri, “Indivisibility of the photon,” SPIE Proc., 

Vol. 7421-4, 2009.
[1.38a] C. Roychoudhuri, “Consequences of EM fields not operating on each other”; Invited 

paper presented at the 35th Conference of the Physics of Quantum Electronics at 
Snowbird, Utah, January, 2005.

[1.39] A. Michelson, Studies in Optics, Phoenix Science Series, 1968.
[1.40] A. T. Forrester, R. A. Gudmundsen, and P. O. Johnson, “Photoelectric mix-

ing of incoherent light,” Phys. Rev., Vol. 99, Issue 6, pp. 1691–1700, 1955, doi: 
10.1103/PhysRev.99.1691.

[1.41] L. Mandel and E. Wolf, Optical Coherence and Quantum Optics, Cambridge 
University Press, 1995.

[1.42] S. A. DiDamas, “The evolving optical frequency comb,” J. Opt. Soc. Am. B, Vol. 27, 
No. 11, pp. B51–B62, November 2010.

[1.43] W. E. Lamb, Jr., “Anti-photon,” Appl. Phys. B, Vol. 60, pp. 77–84, 1995.
[1.44] W. E. Lamb, Jr., and M. O. Scully, “The photoelectric effect without photons,” pp. 

363–369 in Polarization, Matter and Radiation, Jubilee volume in honor of Alfred 
Kasler, Presses Universitaires de France, Paris, 1969.

[1.45] (a) E. T. Jaynes and F. W. Cummings, “Comparison of Quantum and Semiclassical 
Radiation Theory with Application to the Beam Maser,” Proc. IEEE., Vol. 51, 
p. 89, 1963; (b) E. T. Jaynes, “Is QED necessary?,” in Proceedings of the Second 



15Contradictions in Optical Phenomena

Rochester Conference on Coherence and Quantum Optics, L. Mandel and E. Wolf 
(eds.), Plenum, New York, 1966, p. 21. See also: http://bayes.wustl.edu/etj/node1.
html#quantum.beats

[1.46a] E. Panarella, “Single photons have not been detected: The alternative photon 
clump model,” pp. 111–126, in The Nature of Light: What Is a Photon?, Eds. C. 
Roychoudhuri, A. F. Kracklauewr, and K. Creath, CRC Press, 2008.

[1.46b] E. Panarella, “Nonlinear behavior of light at very low intensities: the photon clump 
model,” p. 105 in Quantum Uncertainties—Recent and Future Experiments and 
Interpretations, Eds. W. M. Honig, D. W. Kraft, and E. Panarella, Plenum Press, 1987.

[1.47] J. S. Bell and A. Aspect, Speakable and Unspeakable in Quantum Mechanics: 
Collected Papers on Quantum Philosophy, Cambridge University Press, 2004.

[1.48] A. Khrennikov, “Demystification of Bell inequality,” SPIE Proc., Vol. 7421-41, 2009.
[1.48.a] A. F. Kracklauer “A spoof loophole contra locality”, Dec. 2010. http://arxiv.org/

abs/1012.1710v1.
[1.48b] H. De Raedt, F. Jin, and K. Michielsen, “Data analysis of Einstein-Podolsky-Rosen-

Bohm laboratory experiments,” Proc. SPIE 8832–59 (2013).
[1.48c] K. Michielsen and H. De Raedt, “Event-by-event simulation of experiments to create 

entanglement and violate Bell inequalities,” Proc. SPIE 8832–58 (2013).
[1.48d] F. Hénault “Can violations of Bell’s inequalities be considered as the final proof of 

quantum physics?” Proc. SPIE 8832–54 (2013).
[1.48e] A. P. Thorn, “Entangled photons and antibunching phenomena revisited on the basis 

of various models for light,” Proc. SPIE 8832–53 (2013).
[1.49] C. Roychoudhuri, “Locality of superposition principle is dictated by detection pro-

cesses,” Phys. Essays, Vol. 19, No. 3, September 2006.
[1.50] R. I. G. Hughes, The Structure and Interpretation of Quantum Mechanics, Harvard 

University Press, 1992.





17

2 Recognizing NIW Property

2.1  INTRODUCTION

Noninteraction of waves (NIW), or the NIW property, underscored by the author [2.1, 
1.7, 1.24], is at the core of this book. Accordingly, this chapter will substantiate the 
validity of the NIW property in several independent ways. For centuries, we failed to 
explicitly recognize the NIW property because the measured data, which are inten-
sity-varying fringes, corroborated the mathematical model, the square modulus of the 
linear superposition of superposed wave amplitudes. Do waves possess some intrinsic 
properties that can help them to carry out the two-step physical operations, (1) sum-
ming their superposed amplitudes, and then (2) taking the square modulus of the sum, 
built into our correct mathematical theory? We have ignored asking such questions 
as to what interaction processes facilitate the physical transformations in our detec-
tors that we interpret as interference fringes. Nature is constantly evolving through 
diverse physical transformations experienced by interacting entities. Our successful 
theories have been telling us that all physical transformations are preceded by some 
energy exchange, guided by some allowed force of interaction. Yet we never apply 
our systematic efforts to analyze whether our immensely successful Measurable 
Data Modeling Epistemology (MDM-E) is currently the ultimate strategy to model 
working rules of nature—which is not a computer [2.2]. This book is an attempt to 
underscore that Interaction Process Mapping Epistemology (IPM-E) is a higher-level 
strategy for the sustained advance of science and technology, provided we use IPM-E 
to complement prevailing MDM-E. These points are developed further in Chapter 
12. In this chapter we will remain focused on validating the NIW property. It is the 
physical transformation experienced by some material media or detectors that gener-
ates the observable superposition effects, provided the detectors’ intrinsic properties 
allow them to be stimulated simultaneously by all the superposed waves. Alternately, 
it should be emphasized that only detectors with internal resonant undulation charac-
teristics can give rise to superposition effects. Thus, simply by using different detec-
tors that have different sets of response characteristics to the same set of superposed 
waves, different superposition effects can be created (observed). Explicit recognition 
of this point opens up the possibility of many new inventions and innovations.

2.2  EVIDENCE OF NIW PROPERTY FROM 
COMMONSENSE OBSERVATIONS

Suppose I am attending a live classical orchestra performance, sitting near the stage. 
As I turn my gaze from one end of the stage to the other, I am able to discriminate the 
music produced by each one of the separate musical instruments and by the vocalist. 
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All these wide ranges of sound wave frequencies are entering into my ear while 
copropagating through a common narrow channel, my ear canal. Yet, thousands of 
resonant hair cells in my inner ear are able to resonate with all the distinctly different 
musical frequencies for my enjoyment of the entire orchestra. Had the sound waves 
interfered to reorganize their frequencies and energies in the space and time domain, 
I would have missed the original musical harmony and diversity of the orchestra. I 
would have heard only a strange set of beats. Obviously, sound waves can copropa-
gate and cross propagate without altering each other’s intrinsic characteristics. The 
NIW property is an intrinsic characteristic of sound waves as long as the strength 
of the total amplitude of all the sound waves remains within the linear restoration 
limit of the pressure tension field of air, which is due to gravitational pull on all the 
air molecules. It is the sinusoidal undulations of the pressure tension field that is 
propagating. Propagating sound waves are not bulk air. A sound wave (alternating 
compression and rarefaction) is an excited state, or an emergent property, of the col-
lection of air molecules under pressure.

The same NIW property applies to water waves. One can validate this by watch-
ing the evolution of the propagation of two or more intersecting circular wave pat-
terns generated by a few stones dropped on a quiet pond, one after another, with 
brief delays. The circular wave groups of different sizes will continue to evolve 
and cross through each other and continue to propagate away without losing any of 
their individual characteristics (Figure 2.1a). Only in the physical regions of cross-
ings of waves can the effect of superposition be observed briefly as enhanced or 
reduced crests and troughs of the water surface. Within the linear domain, propa-
gating water waves do not interact with each other to modify their intrinsic charac-
teristics. Beyond the linear restoration domain, the water waves break up. Again, 
they are just the excited states of the surface tension field. It is the hydrogen bond-
ing between water molecules and the gravitational pull that generate the surface-
tension field on the water surface. Unlike sound waves, undulation of water surface 
is directly visible to us due to scattered light from the surface of the water and the 
slow velocity of the water waves. So, in a region of cross-propagating waves, we 
can directly observe the superposition effects as resultant waxing and waning of 

(a) (b)

1

2

3

3
2
1

FIGURE 2.1 (a) Crossing water waves [2.3]. How one can appreciate the NIW property 
through daily experience. (b) Alhazen carried out an experiment over a thousand years ago 
and demonstrated that the images of a set of candles, formed by a pinhole camera, remain 
unaltered even though the lights are crossing through each other as they propagate through 
the pinhole [2.5].
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amplitude undulations. Most likely, this is how we have developed the scientific 
culture that waves interfere by themselves. However, we keep on ignoring the fact 
that these same water waves emerge unperturbed beyond the volume of the super-
position domain [2.3].

EM waves also follow this NIW property. Our tunable radios are the equivalent 
to multitudes of our inner ear’s hair cells in one receiver box that can be tuned to dif-
ferent frequencies at will. When we tune the frequency response of our radio, it can 
discriminate and pick up one station after another, sitting on the same spot, as if the 
different radio waves hitting the radio have never experienced each other’s existence. 
Coming to the visible domain, when we gaze to observe a specific scenery, it remains 
unperturbed by all the other crossing light waves from other sceneries all around 
us, which we are not looking at (see Figure 2.1b). The same logic applies to stars 
when we gaze at the night sky. Billions of starlight beams are crossing through each 
other in every possible direction, but they do not change their fundamental charac-
teristics after propagating through their long journey in space to reach into our eyes 
or into our telescopes. This is also the reason why cosmological red shifts of lights 
from stars and galaxies remain the same whether they are measured months apart 
or from sites in country A or country B. Or, consider a dozen different wavelength 
domain multiplexed (WDM) signals forced into a hair-thin optical fiber to propagate 
over thousands of kilometers carrying different modulated signals on each separate 
wavelength (frequency) of light. At the other end of the fiber, the optical frequencies 
are demultiplexed by a linear spectrometer, and each channel delivers clear signals 
to its respective detector. The enforced long copropagation through a fiber does not 
alter any of their fundamental characteristics because of their NIW property, as long 
as the total intensity remains within the linear domain for the medium. Nonlinear 
effects in fiber can generate unwanted new Raman frequencies [2.4] and create noise.

That light obeys the NIW property was actually discovered by the Iraqi physicist 
Alhazen, a little over one thousand years ago [2.5]. He used a brilliantly simple 
commonsense experiment, well before most of the fundamental characteristics of 
light were clearly understood. He found that the inverted images of candles formed 
by a pinhole camera remain unaltered even though all the light beams had to cross 
through one another as they enter through the pinhole. To validate his assertion, 
Alhazen extinguished or lighted different candles and found the other images 
remained unaltered (see Figure 2.1b).

2.3  EVIDENCE OF NIW PROPERTY FROM MULTIPLE- AND 
TWO-BEAM INTERFEROMETER EXPERIMENTS

2.3.1  multiple-beam interferometer experiment

The author came to know of Alhazen’s simple experiment from Ronchi’s book [2.5] 
around 2005. Being trained in modern tradition, he was trying to analyze [1.19, 1.20] 
and validate [1.21] a more complex concept: How does a spectrometer carry out 
Fourier transform algorithm of a pulse envelope and broaden the spectral fringe we 
measure? The appearance of Fourier transform relation in optical diffraction for far-
field emerges naturally out of the HF integral formulation of Huygens principle (see 
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Section 4.4).  Huygens quadratic phase factors in the near field becomes almost plane 
waves in the far field and the HF integral naturally morphs into a Fourier transform-
like integral. Do optical spectrometers allow similar transformation in optical waves? 
Our persistent enquiry over many years revealed the universal NIW-property; which 
we have been neglecting for centuries. Our daily and routine observations of stable 
natural sceneries, essential for our survival, are effective due to this NIW-property of 
EM waves.

The design of the experiment is as follows.
A tilted pair of plane parallel beam splitters with very high reflective coatings, 

commonly known as a Fabry–Perot interferometer (FP), is set up to receive a nar-
row collimated He-Ne laser beam as shown in Figure 2.2. The output appears as a 
set of spatially separated parallel beams, the number of which, going forward, can 
be controlled with a screen [1.20]. These beams are then focused on to a glass plate 
that has its polished surface facing toward the FP and the grounded surface toward 
the detector [1.21]. The polished surface reflects back all the laser beams diverging 
out as if they never had experienced each other’s presence even though they were 
focused as a small common spot on the polished side of the glass plate. A microscope 
objective was used on the side of the ground surface to generate an enlarged image 
of the FP fringes (spectrum) formed due to superposition of several FP beams on the 
phase-sensitive scattering surface. These enlarged fringes were observed on a simple 
paper screen.

Note that both sides of the glass plate consist of the same silica molecules. The 
polished front surface follows Fresnel’s law of reflection for each laser beam sepa-
rately, independent of the presence of other beams on the same spot, which estab-
lishes that light beams do not interact with one another by themselves. The Poynting 
vector of the wave front and the surface normal of the polished silica surface both 
display spatially extant collective behavior. The Poynting vector (normal to wave 
surface) for each beam dictates the direction of propagations, validating Maxwell’s 
wave equation and the simultaneous role played by both the electric and magnetic 
vectors. In contrast, the wavelength-size lumpy silica bits on the other surface, due 
to the surface being grounded to micron and sub-micron dimensions, respond to 
the local resultant phases generated by all the superposed waves even though their 
Poynting vectors are at some angles. Physical locations that experience maximum 
resultant E-vector stimulation become strong scatterers and generate bright fringes. 
Those locations that experience zero E-vector stimulation become a dark fringe as 
that location cannot participate in the forward scattering.

When the transmitted scattered beam was enlarged and the ground-glass surface 
was sharply re-imaged on a screen, one could see the repeated pair of fringes due to the 
two laser frequencies when the FP was set with proper spacing [2.6, 2.7]. However, the 
reflected portion of the focused beam fanned out as spatially separated and independent 
beams, mirroring their origin. When we separately analyzed any one of these fanned-
out reflected beams, they showed both laser-mode frequencies. Conceptually, there are 
no surprises if one thinks along the line of classical geometrical or physical optics. 
In this spatial-fringe mode of the FP, only scattering screens or detectors can experi-
ence the apparent energy separation corresponding to the two different frequencies; 
the focused light beams did not redistribute their energy in the focal plane. Otherwise, 
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the reflected beams could not have emerged as a set of new unperturbed independent 
beams. The photon wave packets directed to travel through an FP at an angle experience 
it only as a pair of beam splitters, but not as a frequency-sensitive resonator.

2.3.2  tWo-beam interferometer experiment

One can test this NIW property very easily using a conventional microscope cover 
slide (commonly known as a parallel plate interferometer [2.8]), which always has 
slightly optically wavy surfaces. When an expanded and collimated laser beam is 
reflected from such a clean slide, the reflected pair of beams from the two surfaces 
would show fringes when intercepted by a sheet of white paper (scattering surface). 
However, this clean reflecting surface itself would remain clear in appearance. Now, 
if one blows moisture on this reflecting surface, one can easily observe the emergence 
of interference fringes directly on this surface. The moisture droplets, in contact to 
the otherwise polished glass surface, creates a partial ground-glass-like optical sur-
face and generates phase-dependent scattering, resulting in the appearance of fringes. 
We actually carried out a more laborious version of this experiment using a two-beam 
Mach–Zehnder interferometer and projecting a pair of crossing beams on a ground 
glass [2.9], exactly what was done for the multiple-beam experiment as described 
above (Figure 2.2).

2.4  EVIDENCE OF THE NIW PROPERTY BUILT 
INTO THE WAVE EQUATIONS

2.4.1  niW property built into huygenS–freSnel Diffraction integral

We will discuss this issue again in detail in Chapter 4 on diffraction. Huygens postu-
lated that waves propagate by generating forward-moving secondary spherical wavelets 
at every point on the waves. A deeper mental visualization will automatically imply that 
these secondary wavelet amplitudes continue to expand unperturbed by the presence of 
all other secondary wavelets as they evolve into cross-propagating and copropagating 
waves. If we have a starting wave front at z0, then the detection of the effective wave 
energy at the plane at z1 would be the square modulus of the sum of all the secondary 
wavelets at the z1-plane evolved out of the plane z0. If we place the detector array further 
out at the z2 plane, the effective energy would be the square modulus of the sum of the 
same set of secondary wavelets evolved out of the z0 plane, except that they have evolved 
over a longer distance. This automatically implies that the secondary wavelets, as they 
cross-propagate and copropagate through the space, evolve independent of each other, 
without interacting (interfering) with each other or altering their intrinsic individual char-
acteristics. Fresnel’s mathematical representation (see Equation 1.1) of Huygens principle 
automatically implies the validity of the NIW property, recognized by Huygens [2.21].

2.4.2  niW property built into maxWell’S Wave equation

The same logic of noninteraction of wave amplitudes is also built into Maxwell’s 
wave equation. We know that Maxwell’s wave equation accepts linear combination 
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(mathematical summation or superposition) of any harmonic waves. The Huygens–
Fresnel diffraction integral is nothing but a linear combination of a set of spherical 
wavelets. Hence, it automatically satisfies Maxwell’s wave equation. Then, following 
logics presented in the previous section, it is safe to accept the point of view that the 
mathematical structure of Maxwell’s wave equation automatically implies that the 
NIW property is built into it. So, the physical meaning of the statement “acceptance 
of any linear combination of harmonics waves by Maxwell’s equation” should be 
recognized only as a mathematical superposition principle. It does not imply any 
interaction (or interference) between the superposed wave amplitudes. The physical 
meaning can be translated as follows: As long as the linearity of the wave sustaining 
tension field (more in Chapter 11) is maintained, multiple propagating waves can be 
sustained by the same physical volume as long as it is also free of any interacting 
medium. When the inserted medium within the volume of superposition is capable 
of responding to multiple waves simultaneously, then only can we observe physical 
transformation in the medium, through simultaneous energy transfer from all the 
fields, corresponding to the square modulus of the sum of all the wave amplitudes. 
Thus, even our successful mathematical model does not support an “indivisible sin-
gle photon” creating superposition (interference) fringes.

Accordingly, we believe that the very validity of Maxwell’s wave equation for EM 
waves implies the NIW property as a universal characteristic of all EM waves in the 
linear domain.

2.5  PHYSICAL PROCESSES BEHIND ENERGY 
REDISTRIBUTION AND REDIRECTION

We have already underscored that it is critically important for us to inquire into the 
physical interaction processes, albeit invisible, which give rise to the measurable data 
as physical transformations in our detector. In this section we will discuss several 
different situations where the energy due to superposed beams is either spatially 
(laterally) redistributed, or redirected from one direction to the other. We will find 
that material dipoles, stimulated by multiple E-vectors, play key roles in generating 
such energy redistribution or redirection. In the process, we will be able to appreci-
ate further reasons to justify the NIW property.

2.5.1  role of beam Splitter When poynting vectorS of the tWo 
SuperpoSeD beamS are collinear anD noncollinear

With the advent of lasers it has been easy to distinguish between the two distinctly 
different behaviors of a true beam splitter (BS1 in Figure 2.3) and a beam combiner 
(BS2) in two-beam interferometers such as a Mach–Zehnder (shown in Figure 2.3) 
when the incident beam is collimated. If the two collimated wave fronts are incident 
on the beam combiner at an angle implying that their Poynting vectors are noncol-
linear, one can observe spatial display of fringes on a simple screen, or a detector array 
after the beam combiner (see also Figure 1.3). One normally describes this arrange-
ment as the interferometer being in the spatial-fringe mode. In Chapter 3 we will show 
that, during this mode of operation, the reflected and transmitted energies from each 
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separate beam correspond to the intrinsic energy reflectance and transmittance coef-
ficients of the beam combiner. However, if the two beams are incident on the beam 
combiner such that the corresponding emergent Poynting vectors are collinear, only 
uniform intensity or darkness are observed on the screen or the detector, depending 
upon the relative path delays they have experienced while traveling through the entire 
interferometer. The uniform oscillation of the transmitted intensity, from darkness to 
brightness (fringes), can be observed (or measured) only if one translates (or scans) one 
of the interferometer mirrors. The interferometer is now in the scanning-fringe mode. 
For the sake of simplicity, we are assuming that the interferometer is designed in such 
a way that the two beams incident on the beam combiner are of equal amplitude. As 
the scanning mirror introduces variable-path delays, the intensity will vary as a cosine 
function, (1 + cos2πντ) (see Chapter 3), where τ is the relative path delay between the 
two optical paths in the interferometer. Whenever ντ assumes integral value, the trans-
mitted energy becomes maximum. Whenever ντ assumes some half-integer value, the 
transmitted energy is zero. If the beam combiner has a 50% reflection coating, then 
it will function like a 100% or a 0% transmitter, respectively, under these two-path 
delay conditions. Since there are two output ports for a beam combiner, when one port 
reports 100% transmission, the other port will give 0% transmission. If we remove 
the beam combiner, we will be detecting fixed and steady energy separately on both 
the ports even through the two beams are crossing through each other. Clearly, the 
waves are noninteracting. What is more interesting is that collectively the boundary 
molecules of the passive surface of a beam combiner can function as an active optical 

BS1

BS2

M 2

τmax = ∆max / c

M 1

θ

(a) (b) (c)
τ

x

FIGURE  2.3 Superposition effects (redistribution of energy) can take place only when 
mediated by some interacting medium. However, the Poynting vector plays a key role. The 
beam-combiner BS2 in the Mach–Zehnder interferometer (a) splits the two incident beams 
into two new pairs of reflected and transmitted beams of equal energy when its reflection 
coating is R = 0.5, keeping the energy conservation rule T+R = 1, as long as the output 
Poynting vectors of the two incident beams are noncollinear. Spatial fringes can be detected 
only by a detector array, as in (b). However, when they are collinear, the beam-combiner can 
send 100% of the energy of the two beams in one direction or the other, depending upon the 
phases of the two beams from the opposite sides, as in (c).
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component while stimulated by the two-phase steady beams from the opposite sides of 
the beam combiner, provided that the Poynting vectors for the reflecting and transmit-
ted beams are collinear. This is a purely classical electromagnetic phenomenon and 
mathematically formulated using boundary conditions of the material. This collective 
role of the boundary molecules of a beam combiner is an important issue to app reciate 
whether a “single indivisible photon” at a time, incident on one or the other side of 
the beam combiner, can experience redirecting force by the beam combiner to generate 
scanning fringes (see Chapter 10 on photon model).

2.5.2  roleS of a parallel pair of beam SplitterS When 
uSeD aS a fabry–perot interferometer

A Fabry–Perot interferometer (FP) is nothing but a pair of parallel beam splitters 
with very high reflective coatings as shown in Figure 2.2. When a collimated beam is 
incident at an angle, as in Figure 2.2, it generates a set of parallel output beams with a 
periodic round-trip delay of τ = 2dcosθ/c, or the order of superposition as m = ντ [1.19, 
2.7, Chapter 6 in 2.8]. The FP fringes with spatial intensity variation can be observed 
as sharp fringes only at the focal plane of a lens using a detector array or with the 
aid of a scattering screen. The series of transmitted beams emerge with well-defined 
amplitudes TRn

 
and periodic phase delays of n-times 2πντ, without influencing the 

amplitudes of each other. The FP is in spatial-fringe mode. However, if the incident 
beam in Figure 2.2 is exactly orthogonal to the parallel FP plates, and the periodic 
delay is τ = 2d/c, then the FP is in the scanning-fringe mode. Fringes can now be 
observed if one of the mirrors is scanned while both are staying exactly parallel to 
each other. Now, the Poynting vectors of all the multiply reflected beams become 
collinear and, depending upon the spacing of the pair of beam splitters, their joint 
behavior resembles that of a single active optical component. When the round-trip 
delay between the beams is perfectly in phase, the pair of beam splitters collectively 
behaves as a 100% transmitting system, as if they have been taken out of the beam! 
When the round-trip delay between the beams is perfectly out of phase, collectively 
they behave as if they have been replaced by a 100% reflecting mirror, without any 
transmitted light at all! This is true for all values of R. These are mathematically 
well-known classical results [1.34, 2.10]. Again, as in the case of a beam combiner 
in a two-beam interferometer, the boundary molecules of an FP beam splitter pair 
can collectively take the active role of redirecting the beam energy in the forward 
or backward direction, provided all the multiply reflected beams are simultaneously 
stimulating the boundary molecules of both the mirrors with collinear Poynting vec-
tors. However, this requires that the FP achieves a steady-state condition such that all 
the multiply reflected beams fill the FP cavity, which will require a finite time. This 
temporal dependency of the emergence of the steady-state superposition effect (see 
Chapter 5) is not generally underscored either in classical [1.19, Chapter 6 in 2.8] or 
in quantum physics. It is clear that the boundary molecules of the two mirrors, and in 
the presence of all the multiply reflected beams, collectively cause the energy redirec-
tion; waves by themselves cannot make this happen (see Chapter 5 on spectrometry).

Note also that if the incident light beam is a pulse that is shorter than the round-
trip delay between the mirrors, the train of pulses will never exist simultaneously 
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at the focal plane (when in spatial-fringe mode), or on the mirror surfaces (when in 
scanning-fringe mode), and correspondingly there will be no simultaneous superpo-
sition of multiple beams and no emergence of sharp superposition fringes [1.19], even 
though the single-incident wave packet will be split into a train of multiple-delayed 
pulses and will cross through the focal plane as a time series [1.19].

2.5.3  a Simple tWo-beam holography experiment

We have already established our position that when two light beams cross through 
each other; they propagate out unperturbed by each other. However, when we place a 
holographic plate to record the fringes (Figure 2.3), we perturb the two wave fronts due 
to spatially differential absorption of energy during the time of exposure. Could the 
two beams then suffer from some spatial amplitude modulations? Could that give rise 
to measurable diffraction effects as the beams propagate through each other [1.25]?

Figure 2.4a shows a holographic setup where the object and reference beams are 
a replicated pair of collimated Gaussian laser beams that produce cosine fringes, 
as shown in Figure 2.4b, which we have recorded by placing a quantitative digital 
camera in the hologram plane. Figure 2.4c shows the far-field (focused) spots due to 
the two beams in the absence of the hologram. We know that a reference beam suf-
fers diffraction while reproducing the object beam when the developed hologram is 
placed back in the original position. This is because the holographic fringes, after 

(a)

Holographic Plate,
or CCD Camera

Local Energy
redistribution

Diffracted beams
from the hologram

Beam splitter

Mirror

(c) (d) (e)

(b)

FIGURE  2.4 Experimental demonstration that even while a pair of crossing beams are 
depositing energy as spatial fringes in a photographic plate, they do not experience spatial 
energy depletion, which should have caused diffractive spreading of the beams, but it is not 
visible in the bottom right picture (see text for details). [from ref.1.25]
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development, impose stationary amplitude and/or phase perturbations on the inci-
dent reference beam. This is shown in the photograph of Figure 2.4d as two weak 
diffracted orders due to the hologram being a simple two-beam cosine fringes; the 
central strong peak corresponds to the directly transmitted reference beam.

Then we place a fresh holographic plate for exposure and place the digital cam-
era at the same plane as we did for recording the previous holographic reconstruc-
tion shown in Figure 2.4d. Within our measurable accuracy, we could not detect 
any diffracted energy from the holographic plate while it was under continuous 
exposure. This is shown in Figure 2.4e. We repeated the experiments from 1/30th 
of a second to 180 seconds of exposures by reducing the beam intensity by a factor 
of 5.4 ×103 to keep the hologram density (after similar development conditions) the 
same for reconstruction purpose. Unlike photorefractive and photochromic materi-
als, photographic plates (silver halide crystallites) do not experience any appre-
ciable index change during low light exposure. Only after chemical development of 
the plates can one observe the photographic emulsion showing amplitude and phase 
sensitivity induced by the exposure-development procedures [2.11, 2.12]. From this 
standpoint, the absence of live diffraction by any of the crossing beam during this 
exposure may be acceptable. However, we are asking a more subtle question. How 
do the light beams emerge out unperturbed in their wave front characteristics even 
during the process when the beams are getting depleted of energy while depositing 
spatially varying energy on the photographic plate? This is an important question to 
ponder. Is it because a stable Gaussian beam is intrinsically capable of restoring its 
amplitude distribution in spite of losing some energy from some of its spatial posi-
tions? A possible rationale is that each packet of energy separately taken out by the 
individual AgBr molecule, one by one, are so minuscule relative to the total energy 
of the main beam that it does not experience the loss of energy as perceptible per-
turbation of the wave front. This argument is plausible from the following points.

A visible 1 mW He-Ne laser beam (used in this experiment) transports energy 
approximately equivalent to 2.5 × 1015 quanta every second, so the loss of energy 
equivalent to a few packets here and there at different moments cannot cause any 
perceptible wave front perturbation to enforce new diffraction centers on the wave 
front (see also Chapter 10 on possible “push” or “pull” effect of the free-space ten-
sion field that sustains EM waves).

2.5.4  locking inDepenDent laSer array by near-fielD talbot Diffraction

In 1836 Talbot discovered that an amplitude grating, illuminated by a uniform col-
limated wave front, reproduces itself as a perfect image at a distance (2D2/λ), where 
D is the grating periodicity [2.13]. We have exploited this near-field diffraction 
phenomenon to phase lock (enforced collaborative laser oscillation) on a periodic 
array of independent diode lasers [2.14, 2.15]. The relevance of this experiment 
in the context of this chapter is that HF wavelets propagate independent of each 
other without interacting. Figure 2.5 presents the summary of the effects and phase-
locked spectral narrowing of 30-element multimode diode array. A flat mirror at the 
half-Talbot distance can enforce spatial mode-locking because the feedback into the 
independent laser elements can achieve the maximum gain only when their initial 
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individual spontaneous emissions become accidentally of the same phase, and then 
the diode array starts to create an image of itself (Talbot image) on the individ-
ual diode facet but consisting of wave signals from all the diodes, thus achiev-
ing phase locking. Each HF wavelet continues to propagate independent of each 
other, whether reflected back into the diodes or transmitted through the laser mir-
ror. However, within the diodes, the phenomenon of stimulated emissions continues 
to enhance, and the intrinsic tendency of lasers to maintain their maximum-gain, 
multiple-longitudinal-mode spectrum get narrowed to one common set of frequen-
cies (see Figure 2.5c). Here, the excited lasing electron-hole pairs act as the material 
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FIGURE 2.5 A spatially independent, but a periodic array of laser diode array (shown 
in a), can be phase locked by exploiting the Fresnel diffraction using a feedback mirror 
at the half-Talbot image plane. The photo in (b) shows the total far-field intensity due to 
N-diode running independently without feedback. (c) shows the far-field intensity due to 
phase-locked  spatial modes due to Talbot cavity feedback. The photo in (d) shows spa-
tially dispersed spectrum of N-diodes without the half-Talbot mirror. Vertical axis shows 
the multimode laser oscillation of all the diodes as independent spots; the horizontal axis 
depicts diode position. The photo in (e) shows a phase-locked spectrum, significantly nar-
rowed down due to mutual phase lock when the half-Talbot mirror is in position to form a 
laser cavity [from ref.2.15]. 
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sensors and carry out the summation implied by the superposition principle. If the 
mirror is displaced from its precise D2/λ position, the “superposed” HF wavelets 
do not correspond to the precise phase-matching imaging condition. Then the laser 
array cannot absorb in-phase energy to get phase-locked. Further, if the Talbot mir-
ror is removed, the “diffraction” pattern evolves as incoherent superposition of the 
N-individual laser beams.

The model of the indivisible photon brings conceptual confusion in explaining 
how they can propagate, zigzagging through such a spatially complex pattern of 
wide angular divergence. The classical wave model, framed by the HF diffraction 
integral, explains everything with extreme accuracy, provided we recognize that the 
HF wavelets propagate without interaction and detectors carry out the amplitude 
summation implied by the theory. Lande’s quantized scattering model [2.16] of indi-
visible photon by a grating can explain only far-field diffraction behavior, and even 
then only partially.

2.6  CONFLICT OF THE NIW PROPERTY WITH THE TIME-
FREQUENCY FOURIER THEOREM (TF-FT)

The built-in contradictions in the time-frequency Fourier theorem (TF-FT) has been 
mentioned in Chapter 1, section 1.2.5. TF-FT is a mathematically correct, power-
ful, and very useful tool that plays critical roles in almost all branches of science. 
Its successful use relies on multiple factors that we will explain in the right context 
throughout the book. Mathematically, TF-FT has a pair of symmetrical relations: 
Fourier decomposition and Fourier synthesis. Decomposition component of TF-FT 
implies that a time-finite pulse can always be represented as a summation of infinite 
number of Fourier frequencies (see Equations 1.4 and 1.5). The synthesis component 
of TF-FT (Equation 1.5) implies that the superposition of a set of coherent waves of 
different frequencies will automatically construct temporal pulses.

In this section we will present two experiments that we have carried out to underscore 
that, by virtue of the NIW property of EM waves, we need to reevaluate a wide number 
of accepted fundamental hypotheses in physics in general, and in optics specifically.

2.6.1  fourier DecompoSition: an amplituDe-moDulateD 
Wave DoeS Not contain fourier frequencieS

In this experiment [1.27, 2.17] we demonstrated that simple amplitude modulation 
of a single-mode (frequency) CW laser does not contain Fourier frequencies as 
is implied by the Fourier transform of the amplitude envelope (Equation 1.4). We 
took two continuously running semiconductor lasers around 1550 nm, an exter-
nal cavity laser (EC-L), and a distributed feedback laser (DFB-L). The two laser 
beams were combined as a single collinear beam and sent to a 30 GHz photodetec-
tor whose output signal was analyzed by a 25 GHz electronic spectrum analyzer 
(ESA); see Figure 2.6a. The EC-L is very widely tunable, but it was set 15 GHz 
apart from the DFB-L for convenience of display of the difference frequency on the 
ESA screen. For our case, the intrinsic line width of the DFB-L was below 20 MHz. 
The ECL line width was below 100 KHz. The CW mixed signal was analyzed by 
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the ESA, which generated a sharp-line signal at the difference frequency, 15 GHz 
(Figure 2.6b). Then the output of the fixed-frequency laser was modulated with 2.5 
GHz pseudorandom square-pulse data. The combined collinear beam was analyzed 
again (Figure 2.6c). The difference-frequency line remains basically unaltered at the 
same 15 GHz location.

Let us first appreciate the sharp spike in Figure 2.6b (notice the vertical log scale) 
displayed by the ESA. The photoelectric detector experiences two simultaneous 
steady amplitude stimulations d1,2 

due to the two simultaneously present EM waves
πνa i texp[ 2 ]1,2 1,2 . Then the photo-electric current D(t) can be given by

 
= + = + + π ν − ν− πν − πνD t d e d e d d d d ti t i t( ) 2 cos2 ( )1

2
2

2 2
1
2

2
2

1 2 1 2
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The electronic signal-processing algorithm in ESA is set to filter out the DC current
+d d( )1

2
2
2 , then take the Fourier transform of the oscillatory current, and display the har-

monic frequency content. In our case, the Fourier transform of π ν − νd d t2 cos2 ( )1 2 1 2

is a sharp signal at the difference frequency ν − ν( )1 2  of strength d d2 1 2, which is the 15 
GHz line in our case. So we see a sharp line at the location of 15 GHz.

Then we modulate the amplitude of the laser beam of fixed frequency
πνa t i t( )exp[ 2 ]2 2 . The corresponding detector current is now given by
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Now, the ESA filters out only the DC current d1
2and analyzes the last two terms. The 

overall oscillatory photoelectric current exists only during the intervals when d t( )2

is nonzero, which consists of pseudorandom square pulses d t( )2
2 . This is a major cue 

to the ESA. It takes Fourier transform of pseudorandom square pulse d t( )2
2 , which is 

a sinc2 curve with the first zero at 2.5 GHz because of the 2.5 GHz input signal width 
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FIGURE 2.6(a) Heterodyne or light-beating spectroscopy (LBS) to demonstrate nonexis-
tence of Fourier frequencies defined by the Fourier transform of the amplitude envelope. Left: 
Experimental set up to analyze the signal from a DFB laser after combined with a tunable 
CW reference laser. The DFB laser can be run as CW or its amplitude can be modulated 
externally. (continued)
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FIGURE 2.6b and c (continued) (b) shows ESA analysis of heterodyne photocurrent as a 
15 GHz sharp line due to two CW lasers carrying two different frequencies ν − ν = GHz( ) 151 2 . 
(c) shows ESA analysis of heterodyne photocurrent when one of the lasers is subjected to a 
2.5 GHz pseudorandom square-pulse modulation. The 15 GHz difference frequency remains 
unperturbed. However the pseudorandom square-pulse modulation is separately displayed 
as a sinc2 function with the first zero at 2.5 GHz. The half-width of the 15 GHz line has not 
increased by 2.5 GHz, indicating that amplitude-modulated light does not contain Fourier 
frequencies.
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(Figure 2.6c). However, whenever these current pulses are present, d t( )2
2  is steady 

(flat-top square pulse). During these brief intervals, the photocurrent oscillates very 
much like the first case at the beat frequency π ν − νd d t2 cos2 ( )1 2 1 2 , whose Fourier 
transform is again the same sharp line at ( ) 15 GHz1 2ν − ν = , with the strength of the 
peak being lower because the oscillatory current has a 50% duty cycle [Figure 2.6c].

This experiment clearly demonstrates that amplitude modulation of the optical 
beam does not automatically create Fourier frequencies. If Fourier frequencies were 
physically present due to amplitude modulation, then the half-width of the peak at 
the 15GHz location should have been broadened by 2.5 GHz in Figure 2.6c, which 
did not happen. Note that the vertical scale is logarithmic. A 2.5 GHz broadening 
at the 3 dB height of the line at the 15 GHz location would have been very easily 
discernible given the horizontal scale spans from 0 to 25 GHz.

One should note that Equations 2.1 and 2.2 clearly provide practical means for 
super-resolution spectroscopy of amplitude-modulated light and ignore the tradi-
tional belief that nature limits us to δ δ ≥f tFourier pulse 1.

2.6.2  fourier SyntheSiS: coherent frequencieS Do Not 
Sum to create a neW average frequency

This experiment [1.24] was designed to test whether the mathematical Fourier 
synthesis theorem represents any reality for optical waves. For the convenience 
of validation, we have used the simplest Fourier synthesis relation by superposing 
only two coherent frequencies generated out of a tunable single-frequency (νL ) laser, 
stabilized with an external-cavity feedback mechanism. The frequency-shifted (νS) 
beam was generated by sending a part of the (νL )-beam through a 2GHz acousto-
optic modulator. The two-term Fourier series can be expressed as

 
= πν + πν = πν πδνE t t t t tL S F( ) cos2 cos2 2cos2 cos2  (2.3)

 
ν = ν + ν δν = ν − νF L S L SWhere, ( )/2 and ( )/2  (2.4)

To test the presence of the mean Fourier frequency νF, given by Equation 2.4, we 
have used three Rb-vapor tubes. We identified the strongest ground-state resonance 
fluorescence line νRb out of its four lines to focus our measurements (see inset in 
Figure 2.7). The spacings between the Rb-lines are such that they can be discrimi-
nated using a 2 GHz shift on a tunable laser.

There were three Rb-vapor cells (see Figure 2.7a). The top-left cell received the 
strong direct νL -beam resonant with the strongest Rb-line. The top-right Rb-cell 
received only the frequency-shifted νS-beam, and the bottom cell received a col-
linear combination of the νL + νS -beam. Since νL was tuned to match with the 
strong νRb, the top-left tube shows a very strong florescence, as expected. The 
top-right tube shows no fluorescence because νS does not match with any of the 
resonant lines. If Fourier synthesis of Equation 2.3 was correct, then the Fourier 
frequency ν = ν + ν( )/2F L S should not have been able to induce any fluorescence 
in the bottom tube, but it does! This is because of the NIW property; the beams νL 

and νS have remained independent of each other in spite of collinear propagation. 
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Uninfluenced by TF-FT, the νL component of the combined beam remained per-
fectly resonant with the strong line of the Rb, and hence it produces the resonance 
fluorescence. It is weaker because of intensity loss due to folding through beam 
splitters.

2.7  OTHER HISTORICAL MISSED OPPORTUNITIES TO 
RECOGNIZE THE NIW-PROPERTY [1.30B]

Michelson’s Fourier transform spectrometry: Around 1880, Michelson invented 
the techniques for carrying out high resolution spectrometry of atomic emissions and 
Zeeman spectra by developing the so-called Fourier transform spectrometry [1.39]. 
This has been one of the greatest contributions in the precision instrumental spec-
trometry. Michelson found that once he assumed non-interaction between waves 
of different frequencies, he could analyze the interferograms to extract the spectral 
information of the multi frequency source quite precisely using mathematical Fourier 
transform. Since detectors carry out the superposition effects as absorbed energy 
through its quadratic process, the integration time of the detector determines the 
quality of the fringes. Modern very fast detectors can register superposition effects 
due to different frequencies as heterodyne current. Fortunately, Michelson did not 
face this problem because he used very long time integrating photographic plates. 
But his failure to recognizing that detectors carry out the superposition effects, he 

(vL+vS)/2

vL

vL

vL & vS

vS

vS

(a)

FIGURE 2.7a This is an experimental demonstration that coherent and collinear superpo-
sition of two optical frequencies, νL

 
and νS , do not sum themselves, as per time–frequency 

Fourier theorem, to generate a new mean-of-the-sum frequency. One of the four lines of 
Rb-resonance frequencies was chosen for the demonstration. (continued)
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failed to generalize the NIW-property for light, which he assigned for light of dif-
ferent frequencies.

Planck’s Blackbody radiation formula (1900)
Consider first the Maxwell-Boltzmann statistics applied to the atoms or molecules 
enclosed inside a thermally stabilized box. Under the steady state equilibrium condi-
tion their velocity distribution formula provides the quantitative values of velocities 
of the molecules, which is well validated through Doppler broadening of the spon-
taneously emitted spectrum. The state of equilibrium for the velocity distribution 
is achieved through the physical process of random collisions between the atoms. 
The frequency distribution of thermal EM radiation under similar statistical equilib-
rium condition inside an enclosed blackbody box was derived by Planck. But, what 
is the physical process for EM radiation to achieve this thermal equilibrium? To 
derive the correct analytical expression for this equilibrium frequency distribution,

Combined two-
frequency light beam

Resonance levels of
two-level Rb atom

NO!

(vL+vS)/2 = vRb
vL vS vRb

(b)

Combined two-
frequency light beam Two-band photo conductor

Valence band

Conduction band

AC photo
current

NO! But!

(vL+vS)/2 = vRb

I(t) α (vL–vS)vL vS

vL vS

(c)

FIGURE 2.7b and c (continued) (b) The Fourier frequency ν = ν + νF L S( )/2 was not gen-
erated. As per NIW property, νL and νS , remained unaltered. (c) However, when these two 
combined beams were received by a fast broadband detector, it generated the well-known 
heterodyne difference frequency, not the mean of the difference predicted by the Fourier 
summation. See text for details.
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Planck was forced to recognize that the emission and absorption of EM radiation take 
place as discrete energy packets. But, he always believed that after emission, photon 
wave packets propagate by spreading out diffractively. Spontaneous emission and stim-
ulated absorptions by atoms and molecules are always statistically random. Multiple 
scattering/reflections of these radiations from the enclosed cavity wall, while spreading 
out diffractively, facilitate the achievement of the equilibrium frequency distribution. 
Statistical behavior of emission and absorption of radiations was later established by 
Einstein in 1917 through his famous “A and B coefficients”. Diffractively spreading 
wave packets inside the blackbody cavity follow HF principle without interacting with 
each other. If they interacted, the blackbody thermal energy distribution would have 
been different. Had Planck pondered more deeply about these processes, he could have 
formalized the universal NIW-property of all waves. This leads us to Bose’s assump-
tion of non-interacting photons and Dirac’s discovery of the same property of photons.

Bose’s quantum mechanical derivation of Blackbody radiation: In 1924  
Bose, of the fame Bose-Einstein statistics, re-derived Planck’s radiation formula 
as “fully quantum mechanical” by treating the photons as indivisible energy 
quanta, as Einstein originally proposed [2.18, 2.19]. Bose had to invent a new 
statistical counting method for the photons as identical particles that can be put 
in the same box without changing the number. This, of course implies photons do 
not interact with each other. But, Bose missed the opportunity to recognize that 
his assumption effectively implied the NIW-property for photons.

Dirac’s EM field quantization: In 1931 Dirac quantized the EM radiation field 
[2.20] that corroborated Einstein’s assertion that photons are indivisible quanta. 
Dirac realized that “different photons do not interfere”. He discovered the NIW-
property like Michelson; but he ignored it. To accommodate the classical mistaken 
belief; that waves by themselves interfere to create new energy distribution (fringes); 
Dirac posited that “a photon interferes only with itself”. This is a causally self-con-
tradictory proposal. If photons are stable elementary particles, how can they make 
themselves appear and disappear without any real force of interaction between them? 

Alert readers may note that if our scientific enquiry had adapted to the interac-
tion process mapping epistemology (IPM-E); all these great contributors would 
have discovered the NIW-property much earlier in our history. Such an epistemol-
ogy would have also alerted us that the Fourier integral method, being a non-causal 
at its foundation, cannot perfectly map causal natural processes; even though the 
integral has been helping us carry on measurable data modeling epistemology.

Huygens and Fresnel: While positing his principle of secondary wavelets 
in 1678, Huygens clearly argued for non-interaction between them [2.21]. But, 
Fresnel, along with his mathematical formulation of the principle (1816), intro-
duced the argument that they interfere, without recognizing the active role of 
the detectors. Since then everybody is following Fresnel, instead of Huygens.
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3 Emergence of 
Superposition Effects

3.1  INTRODUCTION

3.1.1  backgrounD

In Chapter 1 we have summarized a number of contradictory hypotheses we 
have been using to explain various optical phenomena, which we have claimed to 
be due to our neglecting the universal NIW property of waves. In Chapter 2 we 
have established the validity of the NIW property using commonsense observa-
tions, mathematical logics, and several basic experiments. We have also argued that 
the mathematical superposition principle is not sufficient to explain the physical 
processes behind physical superposition effects that we register through physical 
transformations experienced by various detectors. In this chapter we develop the 
basic mathematical framework behind the emergence of the superposition effect as 
experienced by detectors when simultaneously stimulated by more than one EM 
wave by modeling the light–matter interaction process in view of the NIW prop-
erty. We are going away from the centuries-old interference phenomenon, whose 
implied assumption has been that whenever waves are superposed, they reorganize 
their complex amplitudes by themselves, and consequently the effective energy is 
redistributed as fringes by the EM waves. It is as if the detectors simply respond to 
the new resultant field energy distribution without any active role in the process. To 
accommodate this incorrect classical assumption, QM was forced to introduce the 
ad hoc hypotheses that single photons and single particles interfere. This implicates 
noncausal and mystical behavior on the part of photons as if they can arrive only 
at the positions designated by human mathematical constructions without the need 
of any causal force of nature to direct them. Our model is that quantum compatible 
(frequency sensitive) material dipoles have to be inserted within the volume of super-
posed beams of photons or particles to register superposition fringes. These detect-
ing dipoles oscillate in response to all the superposed E-vectors and carry out the 
resultant dipolar stimulation. In other words, the summation of amplitudes implied 
by the superposition principle is actually carried out by the oscillating dipoles as 
their single conjoint dipolar stimulation, while constrained by their intrinsic quan-
tum properties. However, we are not presenting a novel approach. The growing 
field of quantum optics does treat the atoms and molecules as quantum dipoles and 
EM waves mostly as classical waves [1.41, 1.43–1.45, 3.1–3.3]. When the incident 
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frequency of a stimulating field matches the QM resonant frequency, νmn, whether 
it is a pair of sharp lines for atoms or a pair of broadbands for solid-state detec-
tor, the embedded quantum cup accepts the allowed amount of energy = νE hmn mn. 
Note that quantized oscillators can accept the necessary discrete amount of energy

Emn in several different ways. It can derive the energy from another resonant quan-
tum entity, or from multiples superposed EM fields, or from classical unquantized 
energy donors, like accelerated free electrons or atoms with kinetic energy. We have 
noted earlier that QM formalism does not demand that a quantized detector needing 
energy Emn to undergo a transition, has to derive it exclusively from another quan-
tized entity that has the capability to share exactly Emn amount of energy. However, 
that was Einstein’s hypothesis to explain the quantumness he observed in photoelec-
tric data over 20 years before QM was formulated. Today, we know that the quan-
tumness displayed by photoelectric current is due to binding energies of electrons 
being quantized in all materials. This is why semiclassical models for light–matter 
interaction processes are so successful [1.45, 1.49, 3.3a].

Before we start mathematically exploring physical processes behind superposi-
tion effects, we need to remind ourselves of the following: While mathematical logic 
can help us avoid personal biases, at the fundamental level, mathematical logic is 
not immune to human cultural biases, for it has been invented by human intellects 
governed by strong but different sociocultural thinking models over the human his-
tory. This is why, through the centuries, all of our major theories of physics have 
been going through healthy revolutionary changes. An equation tries to create a 
connection (equality) between observed effects and rationally hypothesized causes. 
Our equations contain algebraic symbols representing observed and perceived 
physical parameters and mathematical operators representing physical interaction 
we hypothesize that induces the observed transformation; details of which we are 
trying to model. The physical interpretation and/or meanings of these algebraic 
parameters and mathematical operators are assigned by human minds, which can 
never be perfect simply because nobody knows everything about anything in the 
cosmic systems, or all the cosmic logics. This is why the foundational hypotheses 
of all working theories must always be challenged and improved iteratively using 
improved measurement techniques as our technology advances [see Chapter 12]. 
In other words, the reader must maintain an independent, critical, inquiring mind 
while reading through any book, including the logical interpretations presented 
throughout this book.

In general, one should not describe operating rules of nature as something that 
nature does not carry out; and yet, this book is using the phrase noninteraction of 
waves, or the NIW property. This is to facilitate the process of over-riding the wrong 
hypothesis, interference of waves implying interaction of waves, which we have been 
using for centuries. We hope that within a few years, all basic texts in physics will 
replace interference of waves by the better and more physical-process-visualizing 
phrase, superposition effects (SE) as experienced by detectors. This will also help us 
distinguish SE from the mathematical superposition principle (SP), which we need to 
maintain for theoretical equations like Maxwell’s wave equation, Huygens–Fresnel 
diffraction integral, etc.
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3.1.2  initial frameWork

Let us assume that dres. represents the resultant amplitude stimulation of a detecting 
dipole. A beam containing multiple waves En(νn) of many frequencies νn, is incident 
on a detector, which forces the detector to respond as a dipole. Let us assume that the 
linear susceptibility to polarization under the influence of the EM waves is χ n(νn). 
Then the resultant dipolar stimulation amplitude would be given by:

 ∑ ∑= χ ν ν ν= χd E Eres n n n n
n

n n
n

( ) ( ) ( ).  (3.1)

Note that the first summation in Equation 3.1 implicates a physical model where the 
detecting dipole is carrying out the summation of all the simultaneously induced stim-
ulations and then executing the resultant conjoint dipolar undulation. If the frequency 
band width is narrow enough to assume that χ is independent of frequency and is a 
constant, then according to our established mathematical rule, it can be taken out of 
the summation sign. This is depicted as the second summation expression in Equation 
3.1. The physical interpretation of this second summation expression implies as if the 
EM waves are summing themselves, χ is just a detector constant! Mathematically, 
this second expression correctly models measurable data, which has led us to believe 
that waves interfere (interact) by themselves. It is vitally important to appreciate that 
even though mathematics is our best tool to model nature, some of its “correct” rules 
can distract us from finding out the real physical behavior of nature. Since we are 
not formulating the photoelectron statistics, normally encountered at very low level 
optical intensities, we can avoid going into detailed QM formulation to model the 
decay process of the excited photodetecting dipoles [1.43–1.45, 3.1–3.3]. At moderate 
intensities, usually nanowatts and up, which we normally encountered in most experi-
ments, we use photocurrent measuring instruments as purely classical devices.

For radio waves, assuming χ is constant and represents the linear response of a 
resonant narrow-band LCR circuit; an oscilloscope can display the resultant current
χ ν∑ Enn ( ) drawn across a resistor in the LCR circuit, as if the radio wave amplitudes 
have summed themselves. In reality, the conduction electrons freely swing back and 
forth in the circuit in response to the total potential difference across the LCR cir-
cuit induced by all the incident radio waves. Thus, the conduction electrons closely 
map the physical process in a circuit as long as χ can be treated as a constant. In the 
process, we again incorrectly assume that the radio waves have summed themselves 
first and then induced the resultant current. The conduction electrons respond to the 
sum total resultant potential difference acting across the circuit. Further, an LCR 
oscillator (detector) not being quantized, it can exchange energy with the EM wave 
continuously [3.5].

In the optical domain, atoms being quantized, just a resonant dipolar amplitude 
undulation step is not enough to absorb the energy and display the corresponding 
physical transformation. There are distinctly separate two steps behind the process 
of absorbing the required discrete amount of energy Emn  by an optical detector. 
The mathematical steps for this, as per the QM recipe, is to first execute the conjoint 
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stimulation (given by the first summation of Equation 3.1) and then take the square 
modulus of this total dipolar stimulation (Equation 3.2) to find the photoelectric 
current, Dres. Even then, whenever χ is a constant, the allowed mathematical rule 
can deceive us. If we follow the second summation of Equation 3.2, it now implies 
that EM waves not only can sum the complex amplitudes but also can reorganize 
their spatial and temporal energy distributions. This is probably another mistaken 
assumption that has led us to assume photons are indivisible energy packets Emn  
rather than waves that can stimulate resonant oscillators. However, we need to stay 
focused on understanding the physical interaction process behind any measurable 
phenomenon, in our case, light-atom dipole undulation followed by quantum tran-
sition. Then we can appreciate that the first summation of Equation 3.2 is a better 
guide for us to explain photoelectric current.

 ∑ ∑= = χ ν ν = χ νD d E Eres res n n n n
n

n
n

( ) ( ) ( ). .
2 2

2
2

 (3.2)

Again, in the last expression of Equation 3.2, we have assumed that χ is independent 
of the frequency for the particular photodetector for a narrow band of incident fre-
quencies. Then χ2 appears to represent just a detector constant. One can now appre-
ciate why we have been failing to recognize noninteraction of waves.

If the two mathematical expressions, either in Equation 3.1 or in Equation 3.2, are 
mathematically identical, are we just pushing some semantic arguments? We will show 
that by recognizing the NIW property and hence differentiating between the two sum-
mation expressions (both in Equation 3.1 and Equation 3.2), we extract more physics 
out of superposition phenomenon than we have recognized hitherto. We are trying 
to understand and visualize the invisible interaction processes in natural phenomena 
leveraging working theories, rather than just staying focused in modeling measurable 
data alone.

3.2  EVIDENCE OF THE NIW PROPERTY BUILT 
INTO THE WAVE EQUATION

3.2.1  intrinSic propertieS of a Wave equation

Let us recall that all propagating sinusoidal harmonic oscillations are the linear 
response of wave-sustaining tension field given by second-order differential wave 
equations, as that of Maxwell [see 4.7 and 4.8]:

 

∂
∂
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∂

= ∂
∂
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1

2

2
2

2

2  (3.3)

Such differential equations have the unique property of accepting any linear com-
bination of harmonic waves (functions) as another solution, which is normally 
known as the mathematical superposition principle. Then the combination of the 
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NIW property and the mathematical superposition principle has the following 
physical meaning. The medium (or the tension field), which facilitates the prop-
agation of sinusoidal waves, is capable of allowing (sustaining) multiple cross-
propagating and copropagating waves through the same physical volume, as long 
as the sum total local amplitudes remain within the linear restoration capability 
of the tension field.

In Chapter 2 we have presented logical arguments that Huygens–Fresnel (HF) 
diffraction integral has the NIW property built into it (and further elaborated in 
Chapter 4). The integral is a linear superposition of Huygens’s secondary wavelets 
evolving through one another as they propagate forward, representing resultant wave 
amplitudes for any forward plane. The secondary wavelets, while cross-propagating 
through one another, do not alter one another’s intrinsic properties. Since Maxwell’s 
wave equation accepts any linear combination of sinusoidal waves then the HF 
integral, being a superposition of many harmonics, is also a solution of Maxwell’s 
equation. Thus, our earlier comment that Maxwell’s wave equation is also fully com-
patible with the NIW property is logically congruent.

3.2.2  intrinSic time averaging built into all photo DetectorS

In this section, we make further differentiation between the mathematical super-
position principle and the superposition effects as experienced by detectors. The 
measurable (observable) superposition effects, which are always reported by 
detectors, are colored by their own unique response characteristics. Thus, one can 
generate different types of measurable superposition effects simply by changing 
the quantum characteristics of the detectors. Here, we will discuss the built-in 
time-averaging process when we use complex representation, in contrast to real-
functional representation. Let us take two phase-stable collimated Gaussian laser 
beams crossing through each other at a small angle ± θ with the X-axis so they 
can generate measurable spatial fringes within the volume of superposition (see 
Figure 3.1). Gaussian plane waves are, of course, solutions of the Maxwell’s wave 
equation before, during, and after crossing through each other. Assuming that they 
are of the same amplitude and frequency, the real and complex expressions can be 
given by

 
� � � � �

= +πν − πν −E t r a e a ecx
i t k r i t k r( , ).
[2 . ] [2 . ]1 2  (3.4)

 
� � � � �= πν − + πν −E t r a t k r a t k rrl ( , ) cos(2 . ) cos(2 . ). 1 2  (3.5)

Here a is real and represents the time-independent maximum excursion amplitude 
of the E-vector. We are ignoring the constant and arbitrary phase factor since we 
are analyzing phase-steady signals. It is traditional to present the argument that we 
use complex representation only because of computational advantages. However, a 
careful comparison with the real representation will show that there is an embedded 
mathematical time-averaging process built into the complex representation.
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Let us assume that both the E-vectors of the two Gaussian waves are vertically 
polarized to simplify mathematics. Further, if we measure the superposition fringes 
with a linear detector array along the X-axis, then Equations 3.4 and 3.5 can be repre-
sented by Equations 3.6 and 3.7, after replacing k1 and k2 by 2π/λ = 2πν/c (same fre-
quency waves), and by replacing xsinθ/c = τ/2, the relative time delay (see Figure 3.1):

 τ = +πν −τ πν +τE t a e a ecx
i t i t( , ).
2 ( /2) 2 ( /2)  (3.6)

 

τ = πν − τ + πν + τ

= πν πντ

E t a t a t

a t

rl ( , ) cos2 ( /2) cos2 ( /2)

2 cos2 cos

.

 (3.7)

To appreciate a fundamental difference between real and complex representation of 
propagating waves, let us first find the expression for the intensity due to the beam 1 at 
the point x = 0 (to eliminate the complexity of relative phase delay) by blocking beam 
2. For complex and real notations, the results of square modulus and simple square, 
respectively, are given by

 = = =I x E acx cx( 0).1 .1
2 2  (3.8)

 
ν = = ν = = πν = + πνI x E x a t a trl rl( , 0) ( , 0) cos 2 (1/2) [1 cos4 ].1 .1

2 2 2 2  (3.9)

The square of the real expression does not give us the steady intensity we mea-
sure with normal optical detectors, which is proportional to a2, as in Equation 3.8. 

(a) (b)

y

δ

δ

k2 k1

Collimated
laser beam-2

Collimated
laser beam-1

Region of
superposition

FIGURE 3.1 A pair of phase-steady collimated Gaussian laser beams are crossing through 
each other, as in (a). The relative phase delay between the two beams along the horizontal 
X-axis can be computed using the diagram in (b). This elementary conceptual experiment 
helps us appreciate the difference between mathematical superposition principle and measur-
able superposition effects that our optical detectors report.
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However, if we take the time average of Equation 3.9 [1.29,1.30,1.49,3.3] over one 
cycle, T = 1/ν, we do get a2 but with a reduction factor of (1/2):

 ∫〈 〉 + πν =ν = = a t dt aI x Trl

T

(1/2) [1 cos4 ] (1/2)( , 0) (1/ ).1
2

0

2  (3.10)

We may try to hide the difference of the factor of half between Equations 3.8 and 
3.10 as some detector constant. But the time-averaging process, essential with real 
representation, should not be explained away superficially. This is significant because 
signals in the real world must be real; and hence the real expression for EM waves 
should give us more insight into the detection process than what can be provided by 
the quantum mechanical recipe of taking square modulus of the complex representa-
tion. Our viewpoint is that this time averaging implicates some ongoing real physical 
process, which all the quantum mechanical optical detectors must carry out while it 
absorbs energy from the propagating EM fields [1.49]. We will discuss this point in 
more detail in Chapter 10 on model for photons. Here, we simply suggest our explana-
tion that a quantum photo detector, once stimulated by the right quantum compatible 
frequency νmn for the available level or band transition m→n, can absorb the required 
quantity of energy = νE hmn mn out of the available propagating energy density from 
within a volume of one period T, or about λ~ 3, if not from a significantly larger vol-
ume [3.4].

Let us now get back to the superposition effect due to two beams. The intensity 
patterns, as would be given by mathematical superposition principle, using Equations 
3.6 and 3.7, are

 
τ = τ = πντ πντI E t a acx cx( ) ( , ) 2 [1+cos2 ] = 4 cos. .

2 2 2 2  (3.11)

 τ = τ = πν πντI E t a trl rl( ) ( , ) 4 cos 2 cos. .
2 2 2 2  (3.12)

The time-averaged two-beam fringes, as derived from the real representation, is

 〈 τ 〉 = τ = πντI E t arl rl( ) ( , ) 2 cos. .
2 2 2  (3.13)

While the time-averaged fringes (Figure  3.2a) from the real representation of 
Equation 3.13 appear similar in fringe structure to Equation 3.11 for their variation 
of τ, we want to find the meaning of the time-varying fringes given by Equation 3.12, 
a snapshot of which is given in Figure 3.2b. That photodetectors in the optical region 
carry out some time-averaging process is again obvious from the above equations 
and the related fringe diagrams. The physical picture can be appreciated by recogniz-
ing the following [1.29, 1.30]: (1) Along the exact dark fringe lines of Figure 3.2b, the 
two superposed E-vectors are always out of phase, and hence the detecting dipoles 
are never stimulated and they cannot absorb any energy out of the superposed waves. 
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(2) However, along the bright fringe lines, while the two E-vectors are in-phase, they 
are still oscillating at the optical frequency ν, oscillating through zero and maxi-
mum. Thus, mathematical time-averaging process, required by the real representa-
tion implies an underlying real physical process. Even though the detecting dipoles 
must be first stimulated by a quantum compatible optical frequency, the quantum 
energy absorption is always a unique one-way transition. Complex representation 
and the recipe of taking complex conjugate to find the energy absorbed is excellent 
in modeling measurable data, but at the cost of losing subtle physical processes, 
which are critical behind understanding physical processes that nature carry out. 
Obviously, the time averaging can be carried out only by complex detecting dipole, 
not by simple linear undulations of a tension field.

It is now clear that mathematical superposition principle, followed in Equation 
3.4 through 3.13 should be replaced by explicitly incorporating the active role 
of detectors by multiplying the E-vector with the linear polarizability factor χ, 
as in Equations 3.1 and 3.2, to represent the fact that the detecting dipoles must 
first execute the resultant stimulation to sum all the individual stimulations 
induced by all the physically superposed fields, before they can absorb energy 
from all the fields, not single photons from one or the other field. Accordingly, 
let us rewrite Equations 3.6 and 3.11, but with different amplitudes, a1 and a2, 
for the two superposed beams to underscore this point. The mathematical repre-
sentation for superposition effect as experienced by detectors directly indicates 
that a detector absorbs energy from both the fields dictated by the amplitudes 
a1 and a2:

 τ = χ τ = χ + χπν −τ πν +τd t E t a e a ecx cx
i t i t( , ) ( , ). . 1
2 ( /2)

2
2 ( /2)  (3.14)

(a) (b) (c)

FIGURE 3.2 Time averaged fringes (as in a), which we normally register in the optical 
domain. But time-varying real representation (as in b) tells us that the intensity in the bright 
fringe region is oscillating at the optical frequency. The complex representation directly gives 
the time averaged fringes we can usually record by optical detector arrays The third plot 
(c)  shows the case when the two beams carry different frequencies. Then fringes also 
move laterally.
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Note that even though we have started with perfectly phase-steady waves (coher-
ent), the fringe visibility γa is degraded due to the inequality, ≠a a1 2 . Correctness 
of basic mathematics, and validated by measured data, imply that a photodetector 
absorbs energy from all the superposed fields simultaneously, not indivisible pho-
tons absorbed one at a time from one field or the other. In fact, the measured photon 
statistics corroborate γa, which depends jointly (simultaneously) upon a1 and a2.

3.2.3  intrinSic Spatial fringe integration time built 
into moSt photo Detection SyStemS

Beside the intrinsic short time averaging process built into all quantum mechanical 
photo detection, there is also a long time integration step built into all photo detec-
tion process. Photographic plates are the devices where this time integration is built 
into the exposure time before chemical development makes the plate emerge as a 
photodetector. For all photocurrent detectors and photoelectron counters, the char-
acteristic time integration is dictated by the intrinsic and/or deliberately introduced 
LCR time constant in the detection circuit. To illustrate the relevance of explicitly 
recognizing the integration time of detectors, we will use superposition of two opti-
cal beams, crossing each other at an angle exactly like the model shown in Section 
3.2.2 (also Figure 3.1), except now the two beams carry two different frequencies, but 
they are phase steady. (A CW single mode laser beam passing through an acousto-
optic modulator generates such a pair of beams.) Before we go to analyze the spa-
tial fringe integration property of detectors, let us analyze the effects of two beams 
with different frequencies but superposed collinearly on a detector to eliminate 
the formation of spatial fringes. This will allow us to introduce a few other useful 
observations regarding superposition effects based upon detectors’ responses. This 
is accomplished by inserting τ = 0 in Equation 3.6 and 3.7:

 d t a e a ecx
i t i t= χ + χπν πν( ).
2 21 2  (3.16)
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The dipole amplitude undulation now has a slow and a fast frequency of oscillations, 
provided its quantum response frequency is broad enough to accommodate both the 
frequencies. Note that Equation 3.17 is actually equivalent to Equations 2.3 and 2.4 
in the last chapter. We have discussed there an optical experiment demonstrating 
that the simple trigonometric summation in Equation 3.17, which is equivalent to 
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two-term Fourier series, does not take place in the real world [1.24]. The multiplying 
polarizability factor χ of the detecting dipole gives the expressions in Equations 3.16 
and 3.17 experimentally traceable, physical meaning. The detector photo currents 
are given by

 
= χ + π ν − ν = χ π ν − ν
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Equation 3.18 represents the measurable heterodyne difference frequency current 
proportional to π ν − ν tcos2 ( )2 1 riding on a DC bias, which indicates that the one-
way rate of release of photo electrons from the valence to the conduction band 
follows this oscillation. Mathematically, this is also equivalent to a cosine-squared 
DC-current, π ν − ν tcos 2 {( )/2}2

2 1 , oscillating at half the frequency ν − ν( )/22 1 . 
Taking time average of Equation 3.19 will also produce an expression similar to 
that in Equation 3.18, as we have shown in Equation 3.10. A comparison of the

π ν − ν tcos 2 {( )/2}2
2 1 term appearing both in Equations 3.18 and 3.19, further 

strengthens our proposed process model that an optical photodetecting dipole first 
undergoes linear amplitude–amplitude stimulation to establish quantum compat-
ibility [1.49] with all the available superposed wave amplitudes around it, and 
then absorbs the QM prescribed discrete amount of energy out of a volume ≥ λ3  
[3.4] from all the waves, which mathematically appears as a time-averaging pro-
cess. Again, such a physical model of photoelectric transition does not corroborate 
absorption of an indivisible photon, one at a time, from the field. This argument can 
be further strengthened by using different amplitudes a1 and a2 as in Equation 3.14. 
Then, one can rewrite Equation 3.18 as

 = χ + + π ν − νD t a a a a tcx ( ) [ 2 cos2 ( ) ].
2

1
2

2
2

1 2 2 1  (3.20)

Let us now designate a1 as the amplitude corresponding to a very strong local ref-
erence beam and a2, as a very weak signal to be analyzed. Then the electronically 
extracted AC photocurrent χ π ν − νa a t2 cos2 ( )2

1 2 2 1 indicates a high-gain oscilla-
tory signal, where both field amplitudes a1 and a2 are contributing energy to release 
each photoelectron. This is a standard engineering process in most heterodyne sig-
nal analysis and recovery [3.6]. In the language of quantum mechanics, the correct 
interpretation is that the emission probability of each electron is dictated by the joint 
product stimulation a1a2 . Absorption of indivisible photons from one or the other 
beam at a time is neither supported by our mathematics, nor can it explain hetero-
dyne gain.

Following are the experimental conditions to observe the heterodyne photocur-
rent given by Equations 3.18 and 3.20 (or the time average of Equation 3.19). It can 
be registered by a detector electronic system when the following two conditions are 
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met. (1) The photodetector must possess quantum energy band levels to allow for the 
simultaneous linear dipolar stimulations at the frequencies ν1 and ν2, a condition that 
is given by Equation 3.21. (2) The overall LCR time constant τLCR of the detector’s 
electronic system must be much faster than the highest heterodyne frequency τhet.

max.

one wants to record, given by Equation 3.22 (see also Figure 3.3).

 ν ≤ ν ν ν ν ≤ ν ν ≤ ν ν ν ν ≤ νh h h h h hn n( , , ,.... ) defined by ( , , ,.... )max 1 2 3 min max 1 2 3 min

  (3.21)

 
�τ τ ≡ ν − νLCR het(1/ ) (1/ ) ( ).

max.
max min  (3.22)

Electrical engineers would definitely argue that they do observe and measure both 
the high and the low frequency currents given by the second line of Equation 3.17. 
This apparent conflict can be resolved easily by again focusing on the physical pro-
cesses that first stimulates the detecting system and then generates the measurable 
transformation. If two CW radio waves (carrying no modulated signals) stimulate 
the antenna of the receiving circuit (Figure 3.3) [1.29,3.5], it will generate two steady 
but oscillatory potential differences across the circuit χ πνa tcos2 1 and χ πνa tcos2 2  
(χ is now the LCR circuit response function). Free conduction electrons in the circuit 
are now forced to oscillate back and forth under the joint influence of these imposed 
potential differences. Accordingly, an oscilloscope, with response time τosc  faster 
than τhet.

max.  will show current following the expression given by the second line of 
Equation 3.17. The radio receiver’s resonance response must be broad enough to be 
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FIGURE 3.3 Comparison of superposition effect as experienced by detectors for quantized 
energy absorbing detectors in the optical domain and continuous energy absorbing detectors 
in the radio domain [1.29].
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able to respond to both the frequencies, as illustrated in Figure 3.3. Optical detec-
tors are quantized devices that first undergo amplitude–amplitude linear stimulation 
to establish quantum compatibility [1.49] and then absorbs a quantum of energy as 
a quadratic process out of all the present EM waves as a one-way quantum transi-
tion. In contrast, a classical radio circuit responds linearly to the oscillating EM 
wave amplitudes and then directly transfers that oscillation to the free conduction 
electrons in the circuit. If there are multiple radio frequencies within the circuit’s 
resonance band, the conduction electrons follow the resultant potential difference 
imposed across the circuit, which is a linear sum of all the imposed potential dif-
ferences. So, electrical engineers will find that the mathematical linear superposi-
tion principle represented by Fourier summation series (or integral) correctly models 
the observed (measured) data. This is in contrast to using photo detectors that can 
undergo only discrete one-way electron transitions, which also follow a quadratic 
energy transfer process.

Let us now get back to further appreciate the significance of a detector’s integra-
tion time by using laterally moving spatial fringes due to two beams of different 
frequencies crossing at an angle. Using equal amplitudes for mathematical sim-
plicity, as in Equation 3.6 and 3.7, the resultant dipolar stimulations can now be 
expressed as

 τ = χ + χπν − τ πν +τd t a e a ecx
i t i t( , ).
2 ( /2) 2 ( /2)1 2  (3.23)

 
τ = χ πν − τ + χ πν + τd t a t a trl ( , ) cos2 ( /2) cos2 ( /2). 1 2  (3.24)

The photocurrent in the two approaches would be given by
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When the two frequencies are identical ν = ν( )1 2 , we get back the single frequency 
expressions as in Equation 3.11 and 3.12, but with the extra polarizability multiply-
ing factor χ2

. The time averaging of Equation 3.26 will yield a result similar to that 
of Equation 3.25. So, assuming that time averaging for an optical detector is a built-
in universal characteristic, we can shorten our discussions by focusing only on the 
complex representation in Equations 3.23 and 3.25.

Looking at Equation 3.25 we can recognize that we have cosine fringes riding 
on a DC bias that oscillates in time at the heterodyne difference frequency ν − ν( )2 1 , 
as in Equation 3.18. But the total phase factor of these cosine fringes are also dictated 
by a lateral phase-shift factor ν + ν τ( )( /2)2 1 . Hence, the time domain vertical motion 
of the alternate dark–bright fringes will also appear to move laterally. If the inte-
gration time period (not the intrinsic time averaging) of a detector array is set to 
be much shorter than hetτ = ν − ν1/( ). 2 1 , then we can register this dynamic variation 
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(lateral  motion) of the fringes, which can be done by modern streak cameras. If 
the integration time period is set to be a few times longer than hetτ = ν − ν1/( ). 2 1 , 
the fringes will disappear and a “washed out” irradiance pattern will be registered. 
This will be true even when the two beams are collinear (zero spatial delay across 
the beam). Before the advent of very fast optical detectors [1.40], we were forced to 
carry out such time integrated registration while attempting to create superposition 
fringes using a light beam that consisted of many frequencies. Thus, we assumed 
that different optical frequencies are incoherent (see Chapter 6 on coherence), which 
was an inaccurate explanation of physics, even though these were observationally 
correct. One should note that an efficient recording of heterodyne current requires 
that all the incident beams corresponding to multiple frequencies be perfectly collin-
ear and the superposed phase fronts are identical, besides the detector’s integration 
time must be much shorter than the shortest beat period. In many practical experi-
ments, the back scattered radiation is collected from distant aerosols or clouds using 
a telescope and then superposed with a local oscillator laser, as LIDAR technology 
[3.6]. Thus, complete elimination of tilt angle and perfect phase matching may not be 
practical [3.6a,3.6b]. However, one can always assess the residual tilt and phase-front 
mismatch to calculate the size of the spatial fringe and use a detector whose physical 
size is significantly smaller than this fringe size. We have demonstrated this with a 
simple experiment, shown below [3.4].

We combined two He-Ne beams by using a beam combiner and a focusing 
lens as shown in Figure 3.4. Both the beams were vertically polarized. One of the 
laser beams was sent through a thick parallel plate-glass block, allowing us to intro-
duce a small amount of measured tilt between the two combined beams, which 
always remained focused on the small heterodyne detector. Since the spectral width 
of individual He-Ne modes are usually on the order of a kHz (phase steady time 
interval 10–3sec), they show steady beat signals between the modes, which was easy 

Mirror

Beam
splitter

θ

θ

fESA

HeNe–1 HeNe–2

FIGURE 3.4 Collinearity requirement to measure heterodyne frequencies. An optical 
experiment demonstrating angular sensitivity in heterodyne sensing. Heterodyne signal 
strength rapidly decreases as the angle between the superposed beams deviates from zero 
[3.7].
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to analyzable by a regular electronic spectrum analyzer. We used a 80 μ diameter 
detector and the heterodyne signal disappeared at about a 4° angle between the two 
beams, which was equivalent to a fringe spacing of about 40 μ for the given focal 
length of the lens. Existence of a couple of spatial fringes moving across the detector 
washes out the oscillatory heterodyne current.

3.3  CRITICAL ROLE PLAYED BY A BEAM COMBINER; COLLINEAR 
VERSUS NONCOLLINEAR BEAM SUPERPOSITION

In Section 2.5.1 (see Figure 2.3) we briefly described the role of a beam combiner in a 
two-beam interferometer when the two beams to be combined are incident on it from 
the opposite sides. The incident Poynting vectors of the two beams can have two dif-
ferent alignments. In one case, the Poynting vectors for the two pairs of transmitted 
and reflected beams are noncollinear, which produces spatially varying fringes on a 
detector array. Under this condition, intensities of both pairs of emergent beams fol-
low the reflectance R and transmittance T and the energy conservation is given by R 
+ T = 1, with the assumption that the reflection coating is lossless. In the second case, 
the emergent Poynting vectors in both the output ports are collinear and emerge as 
indistinguishable single beams. The output energy, of course, is still conserved, but 
only when one accounts for the energy in both the output ports. Under such collin-
earity condition, a 50% beam splitter (R = 0.5) can functionally become 100% trans-
mitter for one port and a 0% transmitter for the other port, and vice versa, depending 
upon the total relative phase delays experienced by the two incident beams together 
with the relative π-phase shift between the external and internal reflections. This 
subtle point does not automatically emerge out of the straightforward mathematical 
formulation since it basically predicts the same correct observable data. Let us view 
this analytically [3.8, 3.9] as shown in Figure 3.5).

When the two incident amplitudes from the bottom and left directions are a1 and 
a2, then the two pairs of emergent beam amplitudes out of the beam combiner in the 
right and up directions are (we have suppressed χ for the boundary dipole materials 
just for convenience):

 τ = +πν +τ πνd a re a teright
i t i t( ) 1
2 ( )

2
2  (3.27)

 τ = +πν +τ πνd a te a reup
i t i t( ) 1
2 ( )

2
2  (3.28)

The relative temporal delay is τ, whether it is introduced by tilt for spatial fringe or 
by displacing one of the interferometer mirror in the scanning fringe mode. The cor-
responding two separate irradiances are

 
τ = = + + πντD d a r a t a a tr( ) 2 cos2right right

2
1
2 2

2
2 2

1 2  (3.29)

 
τ = = + + πντD d a t a r a a trup( ) 2 cos2up

2
1
2 2

2
2 2

1 2  (3.30)



51Emergence of Superposition Effects

To simplify modeling, let us assume that r and t represent amplitude reflectance and 
transmittance such that + =r t| | | | 12 2 , or R + T = 1. Then the sum total irradiances in 
the two directions are

 τ = τ + τ = + + πντD D D a a a a rttotal ( ) ( ) ( ) 4 cos2right up 1
2

2
2

1 2  (3.31)

However, the sum total energy from the two ports, irrespective of whether the 
Poynting vectors are collinear, should be the sum of the two incident irradiances:

 τ = τ + τ = + = = =D D D a a a a a atotal
actual ( ) ( ) ( ) 2 (for )right up 1

2
2
2 2

1 2  (3.32)

One can recognize that the third term in Equation 3.31 should vanish when we sum 
Equations 3.29 and 3.30. This would be possible only if the superposition cross-
terms are of opposite signs to cancel each other. This requires that either t or r should 
assume a negative value, exp(iπ), or a relative π-phase jump between the external 
and internal reflections. And classical electrodynamics tells us that it is the exter-
nal reflection that undergoes the π-phase jump for vertically polarized light, as in 
Figure 3.5 [2.10]. In our case, the “right” going reflection suffers the exp(iπ) phase 
jump (assuming vertical polarization). Hence, let us rewrite the “right” going ampli-
tude and irradiance:

 τ = +π πν +τ πνd a re e a teright
i i t i t( ) ( )1

2 ( )
2

2  (3.33)
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FIGURE 3.5 Change in reflection coefficients with angle of incidence for orthogonal and 
vertical polarizations for a glass surface. There is always a relative π-phase shift in reflec-
tion between external and internal reflections, irrespective of the state of polarization of the 
incident beam below Brewster angle [from ref. 2.10]. 
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So, under the condition of τ = 0, the right-going energy would be zero whenever
=a a t r/ /1 2 , since:

 
( )τ = = − = =D a r a t a a t r( 0) [ 0, / / ]right 1 2

2
1 2  (3.35)

All the energy will be redirected along the upper port under this condition. One can 
easily see, under the simplifying conditions of R = T = 0.5 (a 50% beam splitter), and

= =a a a1 2 , the sum total energy of both the beams, a2 2, will go in the upper port. 
Such behavior will be true also for all ντ = integer.

 τ = = = = = =D a R T a a aup( 0) 2 [ 0.5; ]2
1 2  (3.36)
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FIGURE 3.6 Collinear superposition of two beams in Mach–Zehnder output beam combiner 
facilitates the redirection of energy from one output to other, depending upon relative phase 
delays brought on by the two beams on the dielectric boundary from the opposite sides. The 
presence of wave energy from both sides is a physical condition by classical electromagnetism. 
So, single indivisible photons from one side alone cannot create the superposition effect.
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We are underscoring this trivial undergraduate classical electromagnetism to make 
the point that an indivisible photon cannot be redirected along one port or the other 
out of a two-beam interferometer, even if there is success in creating and sending 
only one photon in the interferometer at a time. All the energy can be redirected in 
one preferred direction because of the negative sign before the superposition cross-
term (Equation 3.34). Thus, the boundary molecules, receiving simultaneous stimu-
lations from both sides with appropriate phases, facilitate the redirection of energy 
out of the interferometer. Without the presence of waves from both sides on the beam 
combiner, the energy redirection cannot conform to the basic superposition equation.

Thus, classical electromagnetism dictates that under Poynting vector collinearity 
condition, a beam combiner in a two-beam interferometer cannot redirect energy in 
one direction or other unless the beam-combining boundary molecules experience 
properly phased EM waves from both the directions simultaneously. So, even if indi-
visible single photons exist, but sending them one at a time in an interferometer can 
never generate a measurable superposition effect.

Note, further, that for an incident beam of polarization parallel to the plane of 
incidence, the reflected energy becomes zero at the Brewster angle θB because at 
this angle, the light beam, after entering inside the boundary layer due to refrac-
tion, becomes orthogonal to the direction of the would-be reflected beam. Classical 
physics explains this by showing that an oscillatory dipole cannot emit any energy 
along its axis, which is also valid in quantum mechanics. Again, we are raising this 
elementary result of classical electromagnetism to underscore that the molecules of 
an isotropic boundary surface play active roles, which should be taken into account 
before accepting the unnecessary ad hoc interpretation that an indivisible single pho-
ton can decide on its own regarding which way it should propagate when incident on 
a beam combiner.
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4 Diffraction Phenomenon

4.1  INTRODUCTION: THE HUYGENS–FRESNEL PRINCIPLE

Newton held the view that light has corpuscular nature, even though he was the first 
one to use the superposition effects of light, known as Newton’s rings (Chapter 1 
in Reference 2.8), which he used to accurately measure the curvature of his hand-
polished plano-convex lens to construct his telescope. Huygens was Newton’s con-
temporary but steadfastly held the view that light is a wave phenomenon. Huygens 
hypothesized that waves travel while generating secondary wavelets, which can be 
paraphrased as follows: Each displaced field point on a propagating wave front acts 
as if it is a new point source for a new spherical wave in an attempt to hand over the 
quickest way possible the state of its own displacement to all possible next contigu-
ous points so that the displaced tension field points can return back to their original 
state of equilibrium. A displaced point on a medium under tension is naturally a 
new source point. It does return to its original state of equilibrium, but only after the 
entire wave packet passes through the point under consideration. For material-based 
tensions fields—such as string waves due to mechanical tension on a wire, sound 
waves due to pressure tension of the air, water waves due to surface, and gravita-
tional tensions of the water surface, etc.—the wave propagation can be observed as 
a physically moving group of wave crests and troughs. In each one of theses cases, 
the tension field is held by a material substrate, which is directly measurable and/or 
observable. Note also that the propagating waves are simply states of excitation of 
the respective tension fields. The energy is still held by the substrate. The waves are 
propagating while making the energy of the local dormant tension field available 
for exchange through interactions with other entities that can be stimulated by the 
waves. For EM waves, we have not yet succeeded in making the substrate; which 
sustains the electromagnetic tension field, directly visible with any instrumentation. 
Hence, the state of our knowledge about the nature of photons or photon wave pack-
ets is still in a state of evolution, along with the consequent confusion. In this chapter, 
we will only discuss the aspects of the NIW property that are already embedded in 
the diffraction integral.

The world of optical science and engineering revolves around generating, 
manipulating, propagating, and detecting optical radiation. This chapter discusses 
the deeper physical significance of the Huygens–Fresnel’s diffraction integral, 
which remains as the mathematical workhorse for propagating light through free 
space, material media, and engineered boundary between media. The mathemati-
cal strength of HF integral lies with the fact that it obeys Helmholtz’s wave equa-
tion, which again obeys Maxwell’s wave equation. In spite of the real successes of 
quantum mechanics (QM) to explain (1) the emission of light through transition 
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between eigen-energy states m⇌n with discrete amounts of energy and a unique 
frequency, � νE hmn mn, and (2) Dirac’s quantization of light into Einstein’s indi-
visible photons, no optical engineer propagates indivisible photons through the 
optical system they design. Even in the rapidly expanding fields of nanophotonics 
and plasmonic photonics, where microscopic properties of materials are critical, 
people use Maxwell’s wave equation. Only lip service is given to the concept of the 
indivisible photon. Accordingly, it is worth looking deeper into the physical sig-
nificance of the HF integral and its limitations. Almost all precision instrumental 
and measurement-oriented modeling of the propagation of EM waves, from radio 
frequencies to soft x-ray frequencies, are accurately carried out using the HF dif-
fraction integral. Examples are simply numerous, including (1)  the evolution of 
laser modes and pulses [4.1, 4.2], (2) image processing and Fourier optics [1.35], (3) 
complex lens and mirror designs for cameras, telescopes, and microscopes [4.3], (4) 
optical fibers and components essential for optical communication systems [4.4], 
the key enabler of the global Internet system, and (5) rapidly progressing nano-
photonic [4.5] and plasmonic photonics [4.6], along with optical antenna [4.7, 4.8] 
technologies.

4.2  HUYGENS–FRESNEL (HF) DIFFRACTION INTEGRAL

The mathematical structure of the HF integral verbatim follows Huygens originally 
enunciated principle framed with some nuances by Fresnel. The total effective wave 
amplitude U(P0) at any point P0 on a forward observation location is the sum of all 
the spherical wavelets ikr rexp( )/01 01  that have started out from all the points on the 
plane wave front U(P1) under consideration. The strengths of these secondary wave 
amplitudes are further constrained by the multiplying factor (−i/λ)cos θ. The factor 
cos θ denotes that the secondary amplitude falls off to zero at right angles to the 
direction of the Poynting vector. The factor (1/λ) denotes that the secondary wave 
amplitude is further reduced with the size of the wavelength and (−i) denotes the 
phase shift in complex notation. The further physical significance of these param-
eters can be appreciated from references [1.34, 1.35]:
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The key point to which we need to pay close attention is that the observation point P0 
can be at any distance, near-field or far-field, from the original aperture; we still sum 
the effect of the same set of evolving secondary wavelets as they keep on propagat-
ing freely to arrive at the chosen observation point P0, irrespective of how they have 
copropagated or cross-propagated through each other as expanding independent 
spherical waves. The physical implication is that the secondary wavelets keep on 
evolving as independent spherical waves without interacting, influencing, or interfer-
ing with each other. Thus, the NIW property is automatically built into the HF inte-
gral, even though it is not explicitly recognized as such in the literature. Figure 4.1 
schematically shows the evolution of selected sets of HF wavelets emerging out of an 
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amplitude grating and helping the evolution of the “0-th” and the “+/-1st  and +/-2nd” 
order far-field diffraction patterns out of different sets of “in-phase” HF wavelets for 
two different wave lengths.

4.3  APPRECIATING THE NIW PROPERTY THROUGH 
SOME BASIC DIFFRACTION PATTERNS

In this section we will consider evolutionary properties of diffraction patterns 
from near-field to far-field. The top dark strip of Figure 4.2 shows the evolution 
of the near-field diffraction pattern due to a circular pinhole illuminated by a 
uniform and flat-phase wave front. The arrows point to the locations where the 
on-axis points become dark on photographic plates. In the locations in between, 
one can record bright spots on the axis. Clearly, the light energy is not deviating 
away from the axis along these dark points and reappears at the bright points in 
between. It is the detector that gets stimulated by all local secondary wavelets and 
then absorbs energy proportional to the square modulus of the sum total stimu-
lations, So, if a CCD camera or a photographic plate is exposed to the complex 
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FIGURE  4.1 Selective drawing of several sets of secondary wavelets to underscore the 
potential of emergence of different orders from a plane grating [1.22]. 
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amplitudes of Equation 4.2 for an interval of time (t2 – t1), then the registered 
energy distribution D(P0) can be represented as the integration over the exposure 
interval of the square modulus of Equation 4.1, multiplied by the polarizability 
of the detector χ:
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FIGURE 4.2 (a) Evolution of the recorded intensity pattern from near- to the far-field due 
to a circular aperture illuminated with a uniform plane wave front (Adapted from [4.9]). (b) 
Evolution of computed intensity pattern in the near- and far-field of a grating under similar 
illumination. (Adapted from [2.9 and 2.13]). 



59Diffraction Phenomenon

The first integral inside the symbol of the square modulus of Equation 4.2 now 
represents the joint stimulation experienced by a detector due to all the HF sec-
ondary wavelets it is stimulated by. This square modulus indicates a physical 
process representing transformation experienced by a detector. In contrast, the 
square-modulus operation in the second expression of Equation 4.2 does not rep-
resent any physical process, as it implies that all the HF wavelets are carrying 
out this mathematical step by themselves. This is because we have taken the 
polarizability factor χ2 out of the square-modulus sign, using the mathematical 
rule that a common constant factor can be taken out of a mathematical opera-
tional symbol without altering its final quantitative value. It is thus clear that by 
carrying out the square-modulus operation on the HF integral, we get a number 
that is quantitatively proportional to the total irradiance (except for the χ2 factor), 
crossing through any plane starting from z = 0 to z = ∞, irrespective of how a 
detector array registers this total energy as a regrouped spatial energy variation 
(diffraction fringes).

Toward the far-field, � π λz d2 /2

 
(d being the aperture diameter), the pattern con-

tinues to evolve (lower three photos of Figure 4.2) and reaches an asymptotically 
fixed far-field divergence angle θF, assuming a stable angular pattern given by a 
Besinc function for a circular aperture [1,34, 1.35]. Now the bright and dark fringes 
follow, angularly diverging along asymptotic straight lines. Mathematically, they are 
still represented as the superposition effects of the same set of diverging secondary 
wavelets, but their curvatures within the small angle are effectively flat, and the 
detector experiences the regular Besinc irradiance distribution even if one continues 
to translate the detector along the z-axis in the far-field.

4.3.1.  Dark fringe locationS are not DevoiD of em Wave energy. 
DetectorS cannot abSorb energy from out-of-phaSe WaveS

In Figure 4.3 we show the evolution of the near-field pattern due to a periodic grat-
ing that evolves with beautiful periodic symmetry known as Talbot images [2.13]. 
In Chapter 2, Section 2.5.4, we have described an experiment that exploits this peri-
odic property to phase-lock a periodic array of independent lasers using a feedback 
mirror at the half-Talbot plane (depicted as a set of bright spots on the right sides of 
Figure 4.3a,b; illumination from the left sides). Let us consider a set of rays from the 
source grating slits to the centers of dark half-Talbot image spots passing through 
one of the bright spots in the quarter-Talbot image plane (Figure 4.3a). Obviously, 
all these four rays arrive at the quarter-Talbot bright spots in-phase to make it bright. 
However, they all arrive at the centers of dark spots on the half-Talbot plane con-
tributing no energy. From the standpoint of superposition principle, it is easy to 
appreciate that the segments of the wavelets corresponding to all possible rays col-
lectively add up to a zero E-vector, and the detector cannot get stimulated to absorb 
any energy out of these HF wavelets. Joint stimulations by the resultant E-vector at 
a point on a detector determine how much energy the detector can absorb out of the 
specific location due to all the wavelets.

The same logic applies to the rays we have drawn from four source grating slits 
to the half-Talbot bright spots, but passing through one of the dark spots at the 
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quarter-Talbot image plain (Figure  4.3b). Obviously, the wavelet segments cor-
responding to these rays passing through a dark spot could not have been devoid 
of energy while crossing through the dark spots. The resultant E-vector due to all 
the wavelets arriving from all the grating slits became zero at these quarter-Talbot 
spots. But, when they arrive at the half-Talbot bright image spots, they contribute 
positively together with all the other HF wavelets arriving from all the grating 
source points. In other words, dark fringe locations are not devoid of wave energy. 

Source plane
(a)

Quarter-Talbot plane Half-Talbot plane

Source plane Quarter-Talbot plane Half-Talbot plane

(b)

FIGURE  4.3 Evolution of recorded near-field intensity pattern due to a grating as in 
Figure  4.2b. Appreciation of energy flow through all points, near- or far-field, potentially 
bright or dark, as the HF wavelets keep on evolving. Dashed lines in (a) show energy flow 
from bright grating slits, through one of the detectable bright spot, to the undetectable half-
Talbot dark spots. Dashed lines in (b) show energy flow from bright grating slits, through one 
of the undetectable dark spot to half-Talbot bright spots. Clearly, wave undulations propagate 
through the potential dark fringe locations (Adapted from [2.9] and [2.13]). 
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When the local resultant stimulating E-vector becomes zero, a detector cannot 
extract energy out of the field in that location.

4.3.2  SuperpoSeD multiple beamS Do not regroup 
energy at bright fringe locationS

Another common misconception is that waves spatially regroup their energies 
at the spatial bright-fringe locations, which is derived from the assumption that 
waves by themselves interfere to regroup their energies. From Figure  4.4 one 
can logically come to the conclusion that if HF integral works for all planes, 
then regrouping of energy in any intermediate plane is not possible. The pic-
ture shows a small segment of a large grating along with its Talbot, half-Talbot, 
and all other the intermediate images. Let us now insert a grating that exactly 
blocks the bright half-Talbot images and leaves rest of the spaces open. The pres-
ence of the second grating is indicated by heavy dark lines drawn through the 
bright spots at the Half-Talbot plane). The question is whether the images in the 
Talbot plane would disappear or not. We show four rays starting from four grat-
ing source points and arriving at one of the original bright Talbot image spot. 
Two of these four rays pass through half-Talbot bright spot, which are blocked. 
The other two rays passes through the centers of two dark spots of the half-Talbot 
images. Then there should be no energy arriving at the bright Talbot image spot 
if the dark spots were really devoid of energy. However, if one carries out this 

Source plane Half-Talbot plane Talbot plane

FIGURE 4.4 Proposed experiment to validate that HF wavelets (EM field energy) propa-
gates through the locations where detectors would have recorded no energy (dark fringe). 
A replica of the original grating can be placed at the half-Talbot plane to block the bright 
fringe locations; thick black lines are drawn through the bright half-Talbot spots. If dark 
spots were not allowing any energy propagation, then the bright spots at the full-Talbot 
plane would be completely devoid of detectable energy (see solid lines drawn through the 
“blocked” bright spots).
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proposed experiment, it will be found that there is plenty of energy in the Talbot 
plane proportional to the unblocked areas in the half-Talbot plane. Of course, 
the Talbot images will now be distorted due to further diffraction introduced by 
the second grating inserted at the half-Talbot plane. This is a complex calcula-
tion but not too difficult to carry out with modern computers and to carry out a 
quantitative experiment. (Recall a different multiple-beam experiment described 
in Section 2.3.1 where all the beams converge on a glass plate with polished 
and ground surfaces and produce independent emergent beams and local super-
position fringes, respectively. A light-matter interaction process determines the 
observable effects.)

4.4  EVOLUTION OF HF INTEGRAL TO AN SS-FT INTEGRAL 
OR SPACE–SPACE FOURIER TRANSFORMS

The space–space Fourier transform, or Fourier optics, plays a major role in optical 
signal processing, which is a special case of the Huygens–Fresnel diffraction inte-
gral (Equation 4.1). Most basic textbooks cover this branch of optical engineering 
[1.35]. So, we do not need to review those details. However, we would underscore 
the point as to why a convergent lens easily succeeds in carrying out the complex 
mathematical Fourier transformation of any complex aperture distribution func-
tion. First, let us rewrite Equation 4.1 for the far-field, � π λz d2 /2 , in one dimen-
sion [4.10]:
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Here, U(ξ) represents the aperture function on the one-dimensional ξ-plane, and 
U(x) is the filed distribution along the far-field x-plane. The residual quadratic 
curvature of the HF wavelets along the x-plane is taken out of the ξ-dependent 
integral. The integral is then rewritten to emulate a Fourier kernel, − πξi fxexp[ 2 ]
where the Fourier conjugate variables are ξ and = λf x zx ( / ). This is the origin 
behind defining the far-field (Fraunhofer) diffraction pattern as the Fourier trans-
form of the aperture function. Note that this space–space Fourier transform (SS–
FT), from the ξ- to the x-plane, mathematically evolved out of the HF principle. 
Only the complex integral has morphed into a simpler Fourier-transform-like 
integral in the far-field; hence, it is wise to utilize the power of mathematical 
logics.

In the laboratory one carries out such SS–FT operation using a convergent lens. 
Figure 4.5 shows how a divergent HF wavelet, located at the back focal point of a 
convergent lens, converts it into a plane HF wavelet, which then crosses through the 
optical axis located at the front focal plane of the lens. The superposition integral 
containing all such plane HF wavelets on the entire front focal plane mathematically 
resembles a space–space (back focal to front focal plane) Fourier transformation. 
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FIGURE 4.5 An elementary derivation of the far field (Fourier transform) diffraction pat-
tern due to a single slit. The sketch in (a) shows an elementary derivation of the lens induced 
phase factor for a diverging spherical wave (left-to-right), or a plane wave (right-to-left). The 
sketch in (b) shows how an HF wavelet becomes a plane wave through a lens of right focal 
length. The implication is that all the HF wavelets from a single slit become equivalent to 
the summation of many tilted plane wavelets at the lens generated Fourier transform plane.
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The convergent lens carries out this SS-FT operation simply by removing all the 
quadratic curvatures from all the spherical HF wavelets. This is apparent from 
Figure 4.5 and the corresponding integral, given by Equation 4.4 represents a per-
fect Fourier transform due to the absence of the quadratic-phase factor outside the 
integral in Equation 4.3. The placement of a diffracting aperture and the recording 
detector array exactly at the back and front focal plane, respectively, eliminates the 
quadratic-phase curvature and simplifies many types of optical signal processing. 
Since the HF-integral maps the physical process of propagation of secondary wave-
lets, SS–FT conforms to the physical principle of nature as postulated by Huygens. 
Let us again note that nobody working in this highly successful field of optical engi-
neering propagates indivisible photons! The far-field diffractive beam divergence 
being inversely proportional to the frequency of the waves, hard x-rays, and gamma 
rays tend to appear as localized bullets delivering energy while interacting with 
high-energy nuclei and particles through a series of collisions. So, even hard X-rays 
and gamma rays, may be non-diffracting, but  are really not indivisible quanta. There 
are new physics to explore here.
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4.5  A CRITIQUE AGAINST INCORPORATING TIME-
FREQUENCY FOURIER THEOREM WITHIN HF INTEGRAL

So far, as is traditional, we have assumed that we are propagating CW radiation. 
However, in the real world, continuous signal does not exist, as it is noncausal, 
based on the principle of conservation of energy. In this section we will briefly 
describe our proposal on how to structure the diffraction integral when the incident 
signal is a pulse. In Chapter 5 on spectrometry, we develop this concept in detail, 
while demonstrating the significance of reformulating all optical phenomena in 
terms of propagating pulses while following the NIW property. Chapter 7 and 
Chapter 8 also elaborates the importance of propagating pulses while following 
the NIW property.

As shown in Figure 4.6, HF wavelets should be considered as temporally finite, 
resembling exactly the original temporal shape of the incident pulse. Then the 
integral in Equation 4.5, resembling Equation 4.1, gives the instantaneous resul-
tant amplitude at a point U P t( , )0 due to all the delayed but superposed second-
ary HF-pulse wavelets existing simultaneously at the point P0 at the moment of 
registration by a detector, which have emanated out of U P t( , )1  illuminating the 
diffraction aperture.
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If the detector is set for integrating the entire train of HF-pulse wavelets, then the 
exposure would resemble:
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The conceptual image is depicted in Figure 4.6a. This is a very different time-inte-
grated exposure value compared to Equation 4.2 that integrates the registered total 
energy due to an exposure interval (t2 – t1) with a steady-state energy flux passing 
through the detection plane. Equation 4.6 gives the exposure as a result of time-varying 
resultant energy available to a detector, due to partially overlapped HF-pulse wavelet 
amplitudes. The traditional approach is to replace U(P1,t) by its temporal Fourier-
transform integral, and then propagate each CW Fourier monochromatic component. 
In the spectrometry chapter, we do show that such an approach through a linear spec-
trometer without dispersive material media, will give the correct result for the total 
time-integrated energy. However, one then misses out mapping the variations of the 
time-evolving pulse stretching, which varies from undistorted pulse at the axial point 
to steadily increasing stretched-out pulses at all other off-axis points [4.11].

That the large angle off-axis points will show differential pulse stretching, can 
be appreciated better by sending a spatially expanded and collimated femtosecond 
pulse, consisting of a well-defined frequency comb (cavity longitudinal modes), 
through a diffracting aperture embedded on a dispersive medium of decent length 
(see Figure 4.6.b). Now, at off-axis points, one would be able to measure the pulse 
stretching, which would be a sum of the diffractive-stretching and the material 
dispersive-delaying. Normally, textbooks do not distinguish between these two 
distinctly different physical phenomena.
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FIGURE  4.6 Emergence of diffractive stretching that gets broader away from the axial 
propagation direction. A pictorial view of pulse stretching in free space propagation is shown 
in (a), if the pulse contains only a single carrier frequency. The propagation of a pulse through 
a dispersive medium will suffer more than diffractive stretching if it contains more than one 
carrier frequency, as shown in (b).
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4.6  VISUALIZING WAVE PROPAGATION FROM WAVE EQUATIONS

In this section we want to bring out the similarity between the waves equations for 
a string under mechanical tension and for EM wave. An elemental, but enlarged 
segment of a metal string under mechanical tension T, with enforced (plucked) dis-
placement, is depicted in Figure 4.7. One derives the string-wave equation by using 
Newtonian mechanics, equating the unbalanced tension force with mass-times the 
acceleration of the elemental string segment (Section 2.2 in [4.12]; Chapter 3 in 
[4.13]). This is how Equation 4.7 starts from the left, where σ is the mass per unit 
length of the string, and T is the mechanical tension of the string. The final wave 
equation is the extreme right segment of Equation 4.7 with wave velocity = σTv ( / )2 .
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Let us now start with the traditional EM wave equation of Maxwell’s format, as 
in Equation 4.8, but starting from the right to the left side (second line in Eq. 4.8), 

x1
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θ2

x2

∆x

T
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X

Y

FIGURE  4.7 The elementary method of derivation of the wave equation for a stretched 
string. The idea is to reconstruct Maxwell’s wave equation in the same format to appreciate 
that the space really possesses the physical attributes ε−01 and µ0, as the electric tension and 
magnetic restoring tension, respectively.
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to present a reverse derivation. Now a comparison of the beginning of Equations 
4.7 and 4.8 at the left of the two equations reveals that ε−01 can be treated as the 
natural electric tension property of the vacuum and µ0 as the magnetic restoring 
tension. The EM wave velocity in vacuum can then be written as = ε µ−c ( / )2

0
1

0 , 
just as the velocity of string wave is v /2 = σT . However, as we know, Maxwell 
derived his wave equation through mathematical manipulation of experimentally 
derived laws of Coulomb, Ampere, and Faraday, using Faraday’s field-flux con-
cept. The conceptual advantages of this mathematical similarity will be exploited 
in Chapter 11, where we propose that space consists of a Complex Tension Field 
(CTF) [1.8, 4.14]. It is not empty or filled with just quantum foam.

Observed superposition effects appear so elusive because waves do not carry 
energy. They are just the linear EM excitation states of the CTF. The total resultant 
amplitude, of the EM excitation of the local CTF due to all the physically cross-
ing EM waves, induces a proportionate dipole undulation on appropriate material 
dipoles, if present. Only when the classical and/or quantum material conditions 
are right, energy proportional to the square-modulus of the resultant amplitude, is 
extracted out of the CTF, not out of the waves. Waves are just excitation mediators to 
facilitating the energy exchange process. 
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5 Spectrometry

5.1  INTRODUCTION

Classical spectrometry derives the instrumental response function for any spec-
trometer by propagating a single-frequency monochromatic continuous wave (CW) 
[1.34, 2.10, 4.9]. Our position is that real physical behavior of real instruments should 
be analyzed by propagating realistic space-and-time-finite wave packets. A perfectly 
CW monochromatic wave does not exist in nature since all realistic signals must 
have a finite duration by virtue of the conservation of energy. Even a CW radio 
antenna or a CW laser has to be turned on and turned off. A signal existing from +∞ 
to −∞, either in space or in time, is physically impossible (Figure 5.1).

This chapter presents a generalized and a causal approach to derive the analyti-
cal formulation for traditional spectrometers (Gratings and Fabry–Perot) by directly 
propagating an incident pulse πνa t i t( )exp[ 2 ]0 accepting the envelope function a(t) 
and the carrier frequency, ν0, as the real physical parameters experienced by spec-
trometers. We have developed the concept, formulation, and related experiments 
over a long period [1.19, 1.21, 1.23, 1.27, 2.17]. Our formulation defines an intrin-
sic time constant R /0τ = λ c for a spectrometer, where R is the classical resolving 
power, λ/dλ = ν/dν. Classical spectrometry does not recognize this parameter τ0 

as having any physical significance, even though this parameter has been recog-
nized by Born and Wolf [1.34]. Our pulse response function naturally converges 
to the standard classical CW formulation when the pulse width δt becomes longer 
than the spectrometer time constant τ0. Our formulation also demonstrates that the 
time-integrated pulse response function is mathematically equivalent to the con-
volution between the normalized Fourier intensity spectrum and the classical CW 
intensity-response function, which explains why our measurement corroborates that 
the broader spectral fringe width due to a pulse represents the apparent Fourier spec-
trum of the pulse envelope. The implication is that while the registered data for pulse 
spectrum does imply the validity of the Fourier inequality δνδt ≥ 1, it only represents 
a pulse response function of the instrument. It is definitely not a fundamental limit of 
nature. Note that traditionally we have never considered the finite width of the clas-
sical CW-response function produced by a spectrometer as the presence of a finite 
band of frequencies when measuring an unknown CW light beam. We always decon-
volve the CW-response function from the recorded spectral fringe to recover the 
real spectral distribution. In the same way, the ideal pulse response function needs 
to be deconvolved from the recorded pulse spectrum to obtain the actual frequency 
distribution in the incident pulse. For example, a mode-locked pulse normally con-
tains many longitudinal modes, which we normally call a frequency comb. If the 
shape of the pulse envelope can be determined by some other experimental means 
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(autocorrelation, etc.), then our formulation can provide the ideal pulse response 
function, which should be deconvolved from the registered pulse spectrum to extract 
the super-resolution spectrum of laser pulses.

Since our publication in 1975 [1.19] that a spectrometer has a classical characteristic 
response time τ0, which is the classical propagation delay time between the first and 
the last replicated beam, it was recognized that τ0 is not some abstract photon lifetime 
for an FP or a grating, although this popular terminology is still in use in the fields of 
cavity ring-down spectrometry (CRDS) for measuring absorbance of dilute gas [5.1], 
and for microcavity QED [5.2]. However, especially for Fabry–Perot, many others have 
recognized the generic temporal response issues [5.3–5.5], utility for pulse shaping 
applications [5.6–5.9], and the difficulties in spectral interpretations [5.10–5.16].

5.2  GRATING RESPONSE FUNCTIONS

We assume that an old-fashioned amplitude grating as shown in Figure 5.2 is illu-
minated by a plane wave of an arbitrary temporal envelope, indicated here by a 
semiex-ponential pulse envelope a(t)exp[−i2πνt], which would be further clarified 
in Chapter 10. The pulse has a single carrier frequency ν. In a grating spectrometer, 
the detection plane is indicated by the x-axis, which traditionally is in the front 
focal plane of a convergent lens or a convergent mirror, while the grating is placed 
at the back focal plane. Under this geometry, each Huygens–Fresnel wavelet from 
grating slits becomes a plane wave and then intersects the origin of the detection 
plane with a periodic tilt angle θn (see Figure 5.2a). Thus, at a particular point on 
the x-axis, the plane wave from the Nth slit will be arriving with a relative temporal 
delay �τ = τn n xd fcn ( / ). We assume that each slit sends out (1/N) amount of ampli-
tude out of the total amplitude transmitted through all the N-slits. Then the detec-
tor plane receives time-varying, partially superposed, N-delayed pulse amplitudes 
given by

 
∑= − τ ⋅ πν − τ

=

−
i t N a t n i t nout

n

N
( ) (1/ ) ( ) exp[ 2 ( )]

0

1
 (5.1)

5.2.1  time-varying grating reSponSe function for a Short pulSe

The corresponding time-varying intensity that would be detected by an arbitrarily 
fast detector, given by Equation 5.2, would be simply the square modulus of Equation 
5.1; after it is multiplied by χ, which is the first-order linear polarizability of the 

Total energy is devergent.a cos2πvt  dt
2

FIGURE 5.1 A signal existing from +∞ to −∞ either in space or in time, is not a physically 
real signal; as it violates conservation of energy. 
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FIGURE 5.2 Visualizing superposition of N replicated and delayed pulses arriving at the 
detector plane with different periodic delays for different order-number location m = Δ/λ = 
ντ on the x-axis. The sketch in (a) shows the origin of periodic delay between the pulses from 
individual grating slits. The sketch in (b) shows the spectral separation and the diffractive 
pulse stretching for all nonzero orders of diffraction. (continued)
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detecting molecules. The detector sums the simultaneous amplitude stimulations 
induced by the N-waves before it can absorb the quantum of energy = νE hmn mn

for each photoelectron it releases. The process is given by the QM recipe of square 
modulus of the total complex amplitude. Figure 5.3 [7.11]. below shows the tempo-
ral evolution of such a photocurrent from peak to peak over three consecutive orders 
(time axis into the paper). One can immediately appreciate that this time-varying 
fringe width cannot represent time-varying physical spectrum, or time-varying real 
EM frequency content in the pulse [1.19, 2.17, 5.14]. The physical frequency con-
tent has already been set by the original source. Normal spectrometers are linear 
systems, consisting of lenses, mirrors, and a grating. The system simply replicates 
the incident beam into a train of delayed beams with a periodic retardation τ. Time-
varying fringe width is the result of a fixed train of partially superposed pulses prop-
agating through the detection plane. The detector experiences different amplitude 
stimulations at different times, as the pulse train continues to propagate through. 
Those who are familiar with generating very sharp fringes using multiple-beam 
interferometers should be able to appreciate that superposition of unequal ampli-
tudes always broaden fringes.
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FIGURE  5.2c (continued) Visualizing superposition of N replicated and delayed pulses 
arriving at the detector plane through a grating with a structure having periodic step-delay, 
which is exaggerated here.
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5.2.2  time-integrateD grating reSponSe function for a Short pulSe

Next, we assume that we have replaced the very fast detector by a very slow one 
with electronic integration time constant definitely longer than τ = τN 0 , the dura-
tion of the pulse train. One can also use a photographic plate, as was customary in 
the past. Then the registered total energy distribution around the delay-location τ is
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We now divide both sides by the total time-integrated energy content in a single 
pulse to obtain the normalized energy distribution centered around the fringe-order 
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FIGURE 5.3 This 3D diagram shows the temporal evolution of spectral fringes width in 
time (time axis into the paper). It evolves from flat low-energy distribution to steadily sharp-
ening and peaking fringe, which then slowly broadens and flattens out again as the pulse train 
passes through the detector. This is because the width of fringe due to superposition of mul-
tiple beams depends upon the real and effective number of beams and their amplitudes, which 
are capable of stimulating the energy-absorbing detector as the pulse train passes through it.
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location m = ντ, determined by τ = (xd/fc) on the spectral recording plane. Equation 
5.4. then represents the measurable normalized fringe width on the spectral plane:
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 ∫ ∫γ τ ≡ γ − τ = − τ − τ
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where γ(pτ) in Equation 5.5 represents all possible pair-wise autocorrelations 
between the replicated N-pulses. This is equivalent to summing all the time-varying 
fringes depicted in Figure  5.2 above and then collapsing them into a single nor-
malized broad fringe, D(ν,τ). This Equation 5.4 represents the fundamental pulse 
response function for a grating spectrometer, as it represents the broadening of the 
grating fringe, even though there is only one single carrier frequency contained in 
the incoming pulse. Note that for Equation 5.4 to be faithful to the photographic 
record, if one is working with a train of identical pulses, rather than a single pulse, 
then the delay between the consecutive pulses must exceed the grating time constant
τ = τN0 . This is to avoid any overlap between consecutive pulse trains produced by 
neighboring pulses. This point is important while recording the spectrum due to a 
phase-locked laser pulse train.

The fringe-broadening D(ν,τ) represents a spreading of detectable pulse energy 
around the integral order m = ντ due to partial overlap of the train of replicated 
pulses of unequal amplitudes. It does not represent the presence of any new optical 
frequencies other than what was generated by the source. This pulse response func-
tion varies with the shape of the pulse through γ(pτ) and the grating-order location 
m = ντ at which the grating spectrometer is set to work. It is not a unique constant 
for a given spectrometer. It is important to note that the spectrum recording x-axis 
of Figure 5.2 should be considered as the order-axis m = ντ, which determines the 
location of the peak of fringe corresponding to the physical frequency ν. It should 
not be considered as the frequency- (or wavelength-) axis, as is normally assumed. 
If we assume the x-axis as the frequency axis, then we would naturally think of the 
fringe-broadening D(ν, τ) as due to the presence of many optical frequencies. See 
Section 8.2.2 to appreciate the evolution of fringe-width reduction for a Fabry–Perot 
(hence, the enhanced spectral-resolving power), jointly with the step delay and the 
total number of effective beams superposed on the detector. Figure 5.4a shows the 
broadening of the response function due to an array waveguide grating (AWG) of 
very high step-delay (200-lambda) when the pulse is relatively narrow compared to 
the grating-time constant τ = τN0 [5.13].

The pulse width of 20ps corresponds to a data rate of 50GHz. To achieve better 
than 3dB discrimination for the immediate neighboring de-multiplexed channel, one 
needs to use the channel spacing almost ten times larger than the spacing implied 
by the  CW resolving power spacing of 1.55A. This required channel spacing, on 
computation appears to be about 200GHz, or 15.5 A.  This is one simple example of 
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• �ere are N replicated pulses
• Only 3 pulses are superposed partially at any time
• Simultaneous superposition of 3 pulses happen
   only for a fraction of the time Nτ 
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the grating size;
          Neff < N
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FIGURE 5.4 Curves in (a) gives an example of the practical utility of our time-domain formu-
lation of spectrometry for WDM communication using a 50 arrayed wave guide (AWG) device. 
Comparison of the spectral response curve from classical CW analysis (dashed line) and from 
our time-domain analysis (solid line) shows that the contrast for the pulsed light is extremely 
poor indicating that the WDM channel density cannot be assumed using the CW analysis. The 
sketch in (b) demonstrates that the fringe broadening due to pulsed illumination is due to the 
“time gating” effect that limits the simultaneous presence of the number of pulses stimulating 
the detector at any moment. This is some what like imposing a spatial window on the grating 
to reduce the number of slits to less than N that is illuminated by the incident CW light [7.11].   
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directly applying our approach to spectrometry in fiber optic WDM communication. 
Various relevant parameters for this computation is given in the Figure 5.4a. The 
Figure 5.4b schematically depicts the origin of fringe broadening as due to the reduc-
tion in the effective number of beams simultaneously superposed on the detector. 
Even though the N-slit grating is generating a train of N-pulses; a reduced number 
of superposed beams can simultaneously stimulating the detector at any moment. In 
effect, this is a time-widow imposed on the superposition effect. This is comparable 
to imposing a spatial window on the grating to effectively reduce the number of slits 
from N to some lower value in the case of CW illumination. 

Sometimes, the incident pulse under analysis may contain a distribution of opti-
cal frequencies S(ν). For example, a pulse from a mode-locked laser (see Chapter 7) 
can contain a set of cavity mode frequencies (frequency comb). When the grating 
output is recorded using a slow response detector under long time integration, then 
each frequency ν will create its own broad fringe. The composite spectrum can be 
mathematically represented as the convolution [5.13a] of the pulse response function 
D(ν, τ) with the frequency distribution function S(ν).

 ν τ = ν τ νD D Scomp ( , ) ( , ) ( ).  (5.6)

To extract the quantitative value for S(ν), one needs to determine the pulse response 
function D(ν,τ) and then deconvolve it from the measured data ν τDcomp ( , ). . However, 
its determination requires one to either find the exact shape of a(t) using a very fast 
detector and compute the various γ(pτ) or, in its absence, determine the autocorrela-
tion function from which one can acquire the series of p-th values for specific γ (pτ) 
needed by Equation 5.5. In reality, one needs to use suitable software for iteratively 
achieving precision in such cases since both these functions are complex, while our 
measured quantities are real. Technologies for determining the autocorrelation func-
tion for short pulses have been well developed in the field of ultrashort laser pulses 
[5.17].

Recovery of the unknown spectrum S(ν) with super-resolution would require 
the following deconvolution process. If the source signals consist of many different 
shapes of pulses for different frequencies, the pulse response function D(ν,τ) may be 
almost impossible to determine exactly. An approximate spectrum can be determined 
using Equation 5.7, while assuming a mean pulse shape for all the source pulses.

 ν = ν τ ν τ−S D Dcomp( ) ( , ) ( , ).
1  (5.7)

The reader should note that nature does not limit spectrometric resolution to 
δ δ ≥f tFourier pulse 1 (see Section 2.6.1) because Fourier fFourier or δfFourier doesn’t exist in 
nature. These ad hoc  half-widths are defined by us.

5.2.3  time-integrateD grating-reSponSe function for long pulSe 𝝳t > 𝛕0 

Let us now consider that the incident pulse is much longer than the total delay 
between the first and the last replicated pulses, which is equivalent to assuming that 
δ > τ = τt N0 , or τ ≪ δt. Under this condition, all the replicated pulses remain fairly 
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well superposed on the detector, as if all the N-pulses are effectively stimulating the 
detector simultaneously. Consequently, γ τ ≡ γ τ →p nm( ) ( ) 1  and hence Equation 5.4 
becomes

 

� ∑ν τ = χ + χ − π ντ

≡ χ πντ πντ → ν τ

τ δ >τ
=

−

Lt D N N N p p

N N I

t
p

N

cw

. ( , ) ( / ) (2 / ) ( )cos[2 ]

( / ) sin / sin ( , )

2 2 2

1

1

2 2 2 2

0

 (5.8)

This limiting value of the grating fringe width for a very long pulse has been identified 
with ν τIcw ( , ) because it becomes identical to the classical grating expression for CW 
light (assume for a given exposure time). This mathematical identity will be evident 
from the next section. Here, we should note that spontaneous emission pulse lengths 
δtL are normally in the range of 1 ns to 10 ns (for some Lorentzian spectral line δν <L

100 MHz). Note that classical resolving power R is defined as the product of the total 
number of grating slits and the diffraction order at which the spectral fringe is recorded 
[1.34]:

 
= = ντ = ντ τ = ν = λmN N cR ( ) R/ R /0 0  (5.9)

Then, the delay between the first and the last wave front τ0 for a typical 19th-century 
grating spectrometer of resolving power of =R 104 in the visible range ν ~ 1014 Hz 
(~5000 A green light) would be 16.7 ps. This is significantly less than the total width 
of a typical spontaneously emitted pulse width (1 ns to 10 ns). The only available 
source of light for spectrometry in the old days was spontaneously emitting sources. 
Thus, the mathematical equivalency between our pulse response function and the 
classical CW grating response function was not experimentally discernible in those 
days since the recording was done by time integrating detectors, like eyes or photo-
graphic plates, while the incident light pulses were much longer than τ0. We can now 
recognize that the characteristic time constant τ0 for a spectrometer has deep signifi-
cance in appreciating (visualizing) physical processes behind the emergence (record-
ing) of spectral fringes. This has been missed by classical physics and ignored by 
quantum physics.

5.2.4  Deriving traDitional grating reSponSe function 
uSing a hypothetical continuouS Wave

For a hypothetical monochromatic (single frequency) CW wave, only the relative-
phase delay between the N wave fronts is important; amplitude is steady and always 
present (see Figure 5.1). Conceptually, the situation can be viewed as a (t − nτ) = 1 in 
Equation 5.1. Then, we get the standard textbook formula [1.34, 2.10, 4.9].

 
∑= πν − τ

=

−
i t N ecw

i t n

n

N
( ) (1/ ) 2 ( )

0

1
 (5.10)
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The steady intensity (energy flowing per unit time) can be represented as the square 
modulus of i tcw ( ) . The algebraic simplification can take two different approaches 
yielding two different expressions:

I i t N e

e

N N N N N p p
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=
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 (5.11)

The above two expressions are identical to those in Equation 5.8 derived for the 
time-integrated energy ν τDcw ( , ) for the long pulse case under the condition of
δ > τt 0 . Note that the energy per unit time (intensity) ν τIcw ( , ) in Equation 5.11 
has become free of running time t through the mathematical process of square 
modulus, unlike for pulsed case, where we had to explicitly integrate over the 
duration of the pulse train. (That mathematical complex conjugation process has 
a built-in short time-integration step, has been explained in Chapter 3.) We have 
derived the expression in Equation 5.8 following the rule of conservation of 
energy while propagating a finite pulse, and then by introducing a practical con-
dition that the pulse is much longer than the characteristic instrumental response 
time τ0. Classical derivation of a grating response function, as in Equation 5.11, 
does conform to measured data, but only when the just-mentioned conditions 
are met.

5.2.5  Deriving cW reSponSe function uSing Delta impulSe 
reSponSe function anD fourier tranSformation

In this section we derive the classical CW impulse response function using the math-
ematical concept of propagating an infinitely narrow Dirac’s delta function pulse. 
We have seen earlier that a grating replicates a single incident pulse into a train 
of identical N-pulses with a periodic step delay τ by virtue of diffraction process 
through its N-slits. This is depicted in Figure  5.2. This section underscores, one 
more time, how correct measurable data modeling mathematical expression can be 
derived, even after starting with a mathematical model that does not quite corre-
spond to a causal signal. Strictly speaking, Dirac delta function is a noncausal sig-
nal, because we can never generate an infinitely thin curve whose area is a perfect 
unity (see Figure 5.5).

The normalized grating impulse function can be represented by

 ∑= δ − τ
=

−
h t N t n

n

N

( ) (1/ ) ( )
0

1

 (5.12)
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The Fourier transform of this temporal impulse function, using the Fourier kernel 
exp(−i2πft), gives us the mathematical Fourier amplitude spectrum:

 
� ∑= = − − 

π τ

=

− π τ π τh f N e Ni nf

n

N
i Nf i f( ) (1/ ) (1/ ) (1 e ) (1 e )2

0

1
2 2  (5.13)

We have deliberately used f, instead of ν, to depict the mathematical Fourier frequen-
cies to distinguish it from the physical carrier frequencies generated by natural light 
pulses, which is determined by the quantum mechanical transition energy levels of 
atoms and molecules. Then, the Fourier spectral intensity �H f( ) is given by:

 
� �≡ = π τ π τ  ≡H f h f N N f f I fcw( ) | ( )| (1/ ) sin sin ( )2 2 2 2  (5.14)

Note that the above expression for �H f( ) is identical to the classical grating response 
function for CW light where ν has been replaced by f. Thus, if we ignore the physical 
processes carried out by an instrument and the detector, and ignore the difference 
between ν and f, Equation 5.14 provides us with another mathematically elegant 
approach to derive the same expression but without any reference to physical pro-
cesses we want to model and understand.

5.2.6  equivalency of time-integrateD pulSe reSponSe 
function With claSSical concept

Let us now derive the time-integrated fringe-broadening from the frequency domain 
analysis for an incident pulse a(t)exp(i2πνt). The Fourier frequency distribution for 
this pulse will be centered on the carrier frequency ν:

 
�∫= ≡ ν −πν πν − πFT a t e a t e e dt a fi t i t i ft[ ( ) ] [ ( ) ] ( )2 2 2  (5.15)

Input delta pulse

τ = 2d/c

t

d

Output train of delta pulses. No
overlap. No superposition effect.

h(t) = ΣTR n . δ(t – nτ) 

τ

n

FIGURE  5.5 Mathematical impulse response for a Fabry–Perot. Notice that the above 
model does represent physical reality if we think of ultra-short pulses much smaller than the 
grating step delay. Unfortunately, a real “delta pulse,” just like infinitely long monochromatic 
light, does not exist in reality.
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The Fourier kernel, as before, is exp[−i2πft]. Using the impulse response of a grat-
ing to Dirac delta function pulse, given by Equation 5.12, the amplitude impulse 
response of the grating due to the pulse a(t)exp(i2πνt) will be

 ∑ν = ⋅ = − τπν πν − τ

=

−
i t h t a t e N a t n eout

i t i t n

n

N
( , ) ( ) ( ) (1/ ) ( )2 2 ( )

0

1
 (5.16)

Then the Fourier transform, or the transfer function, of the transmitted output pulse 
train, iout(t), is given by

 
� � �= ⋅ ν −i f h f a fout ( ) ( ) ( )  (5.17)

The corresponding intensity in the mathematical Fourier space can be represented as:

 
� � �= ⋅ ν −i f H f A fout ( ) ( ) ( )

2
 (5.18)

Let us normalize Equation 5.18 by dividing both sides by the total energy content of 
the Fourier spectrum and symbolically rewrite as

 
� � �= ⋅ ν −i f H f A fout

norm norm norm( ) ( ) ( )
2

 (5.19)

Let us now apply the Parseval’s theorem of energy conservation on the Fourier trans-
form pair i tout

norm ( ) and �i fout
norm ( ), which states that the total energy content in any pair 

of Fourier transform functions must be equal.
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2 2

 (5.20)

We can now recognize the mathematical identity of the two left-hand sides of 
Equation 5.4 and Equation 5.20. Both of them correspond to the measurable normal-
ized time-integrated fringe function ν τDpls

norm ( , ). (Note that the extended integration 
limits in Equation 5.20 compared to those in Equation 5.4 do not change the energy 
content of the incident pulse.) Then, inserting the right-hand side of Equation 5.19 
into the right-hand side of Equation 5.20, we get

� � � �

�
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∞
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D i t dt H f A f df H f A f
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norm
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( ) ( )

2

  (5.21)

This is a mathematical equation of great significance as it resolves the appa-
rent dissimilar approach taken in this book (direct propagation of a pulse and its 
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carrier  frequency) versus the traditional approach (propagate a CW monochro-
matic frequency).

Note that �H fnorm ( ) represents the classical CW intensity response function for 
a grating given by Equation 5.14. Equation 5.21 mathematically demonstrates that 
the pulse response function Dpls

norm  for a grating due to any pulse a(t), derived here 
from mathematical logics, is equivalent to a convolution between the Fourier spec-
tral intensity function �A fnorm ( )  (mathematically derived using the incident-pulse 
envelope) and the intensity due to the CW response function �H fnorm ( ) for the grating 
(derived by using a noncausal CW signal). Because of this mathematical coincidence 
with the measurable data, we have become accustomed to think that the mathemati-
cal Fourier frequencies �A fnorm ( ) are physically real. If this were correct, then we 
should not need a spectrometer to analyze the frequency content of pulsed light. We 
can just determine the pulse envelope using a very fast detector and then use Fourier 
transform algorithm!

Let us recognize the fact that the spectral analysis of ultrashort pulse lasers 
requires the extraction of the knowledge of the pulse envelope using sophisticated 
noncollinear autocorrelation techniques to compensate for the lack of easily available 
femtosecond detectors [5.17]. One can note that our causal derivation in Equation 5.4 
automatically underscores the necessity of first measuring the autocorrelation func-
tion to extract the correct spectral information about the source, especially when the 
source spectrum is complex, as explained by Equation 5.7.

The reader should note that the CW response function �H fnorm ( ) is a mathemati-
cally elegant, and yet a fictitious quantity because there cannot exist any signal that is 
literally continuous. Due to conservation of energy, all signals have to be space-and-
time finite. Also note that the mathematical equivalency of the two sides in Equation 
5.21 has been achieved after the time has been eliminated in both the approaches 
through integration over the entire time domain and the entire frequency domain. 
This step eliminates the noncausal aspect of the time-frequency Fourier integral. 
However, in the real world, we now have very fast detectors and streak cameras con-
nected with spectrometers that are capable of registering time-evolving fringes I(t) 
given by Equation 5.2.

It is important to underscore again that the grating fringe-broadening Dpls
norm for a 

pulse with a single carrier frequency, given by Equations 5.4 and 5.21, is simply due to 
the spreading of energy of the same frequency, and not due to the physical presence of 
mathematical Fourier frequencies. This opens up a new way of implementing spectro-
metric super-resolution, either by using the deconvolution process, already discussed 
in the context of Eq. 5.7, or by using heterodyne spectrometry (see Chapter 2.6.1). 
Hence, the ad hoc product of the half widths of the pair of Fourier transform func-
tions, leading to the traditional time-frequency bandwidth limit δ f δ t ≥1, should not 
be considered as a fundamental principle of nature, even though this inequality (inde-
terminacy) is mathematically further substantiated by using Schwartz’s inequality 
condition [5.18]. See Chapter 2 experiments described in Sections 2.6.1 and 2.6.2 to 
appreciate that mathematical Fourier synthesis and Fourier decomposition are never 
carried out by linear optical systems.
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5.3  FABRY–PEROT RESPONSE FUNCTION

5.3.1  claSSical Derivation anD backgrounD

The Fabry–Perot (FP) spectrometer is a very useful high-resolution instrument, and 
hence we will derive the basic causal time-evolving and time-integrated response 
function for it. The mathematical logic is the same as that for the grating, except for 
the number N. For a grating N is determined unequivocally by the total number of 
slits (steps) in the grating that is actively illuminated by the beam to be analyzed. 
For an FP we will use the finesse number = π −N R R/(1 ) where R is the intensity 
reflectance of the two mirrors (not the resolving power R). Operationally, finesse is 
the ratio of the free-spectral range of the FP, ν fsr, divided by the width of the fringe 
δν, which is indicative of the resolving power of the instruments ν/δν. Just like grat-
ing step delay τ, FP also has a step delay given by the round-trip time between the 
FP mirror pair, τ = = νd c fsr(2 / ) (1/ ), where d is the separation between the FP mir-
rors. To appreciate the definition of finesse, the reader is referred to any basic book 
on optics [1.34]

Here, first we present the classical expression for the FP amplitude and intensity 
transmittances based on the propagation of an ideal CW monochromatic wave gen-
erating an infinite train of transmitted beams:

 
∑τ = = − =

∞ π τ π τi f TR e T Reout cw
norm n
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i nf i f( , ) 1 1,
0

2 2  (5.22)
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We justify the reduction of the FP infinite series into a finite sum of N-terms, where N 
is the finesses number, by using Born and Wolf’s definition of the resolving power of 
spectrometers as the number of wavelengths in the path difference between the first and 
the last effective interfering wave fronts [1.34, p. 406]. One can write more explicitly:

 
≡ ν δν = ≈ = λ = λ = ντmN mN Nd c Nd cR / 0.97 ( / ) ( / )( / ) 0  (5.24)

The relative reduction in intensity, b, of the n-th transmitted beam compared to the 
first one can be given by:

 
= = =b I I T R T b n Rn

n/ / ; Or, ln 2 ln1
2 2 2  (5.25)

For a range of moderate to very-high finesse FP with R = 0.900 to 0.999, the intensity 
of the N-th beam will be reduced approximately by the same factor of = × −b 1.87 10 3. 
So, one can safely terminate the infinite FP series by a finite sum of N-terms, N being 
the finesse number. This also strengthens the simple definition of the FP time constant 
to be τ = τN0 , just as we have defined for a N-slit grating. Notice that our τ0 is not the 
photon lifetime for an FP, as is popular in the field of cavity ring-down spectrometry 
(CRDS) for measuring absorptance of dilute gas [5.1], or micro cavity QED [5.2].
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Let us now rewrite the FP CW response function as a finite series, rather than the 
infinite series of Equation 5.22, which will help us appreciate later derivation of the 
time response function:

 ∑τ = = − − = −
=

− π τ π τ π τ →∞ πντi t f TR e T R e R T Rcw
n

n
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1 2 2 2 2

  (5.26)

The numerator of the above equation reduces to unity as RN approaches to zero for 
large N and the Equation 5.26 reduces to Equation 5.22. The expression for the inten-
sity for a finite “n” would be given by
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This relation will be useful in validating this CW fringe structure becoming identi-
cal to that which would be generated under time integration by a pulse much longer 
than the FP response time τ0. The quantitative values of Equation 5.27 and Equation 
5.23 will be very close to each other whenever N is equal to or greater than the 
instrument finesse = π −N R R/(1 ), as justified by Equation 5.24 and Equation 5.25, 
previously shown.

The mathematical derivations in Section 5.2.6, showing that the convolution of 
the Fourier intensity spectrum of a pulse with the instrumental CW response func-
tion is the time-integrated fringe-broadening due to a pulse, applies equally well for 
the Fabry–Perot spectrometer. This is why people working with this high-resolution 
spectrometer also missed the importance of deriving spectrometric relation by prop-
agating a finite pulse. We became aware of this issue while our investigation showed 
that a spectrometer does not carry out Fourier decomposition; further, the replicated 
waves by themselves do not interfere [1.19, 1.21]. It is the joint stimulation of the 
spectrometer detector array due to the spectrometer-replicated beams that create the 
appearance of the spectral fringes. Unlike fat cosine fringes in two-beam interferom-
eters, N-beam superposition through spectrometers helps detector arrays to generate 
very sharp fringes, which facilitates directly visible spectral separation. In contrast, 
Michelson’s Fourier transform spectrometry that requires complex data processing 
of the fringe intensity variation with delay to reconstruct the source spectrum.

5.3.2  time-varying anD time-integrateD fabry–perot 
reSponSe function for a Short pulSe

Now that we have justified that Fabry–Perot formulation can be represented by a 
finite sum, we can now write down the amplitude response to a pulse as the following 
series [1.27, Chapter 6 in 2.8], which is very similar to the earlier grating case, except 



84 Causal Physics: Photons by Non-interactions of Waves

for the extra amplitude reduction factor TRn for the n-th transmitted beam generated 
by multiple reflection:

 ∑ν = − τ πν − τ
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Then, the instantaneous intensity that would be registered by a very fast detector can 
be represented by (see Figure 5.6 [7.11])
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FIGURE  5.6 Display of temporal evolution of a single pulse through a Fabry–Perot. 
Partially superposed pulse train due to a pulse wider than the step delay (top plot) and the 
corresponding time-evolving intensity (middle plot). The bottom plot shows the evolution of 
a pulse much narrower than the Fabry–Perot step delay; the emergent pulse train does not 
overlap and hence cannot generate any superposition effect [1.19; see section 6.11 in ref. 2.8].
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The long time-integrated fringe pattern should then be represented by
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We now normalize both sides by dividing by the total time-integrated energy under 
the incident pulse:
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The autocorrelation function γ − τn m(| | ) or γ(pτ) is identical in mathematical form 
as is given in Equation 5.5. Equation 5.31 is the fringe pattern that would be regis-
tered by a photographic plate due to the incidence of a single pulse. Note that, as 
mentioned earlier, for Equation 5.31 to be faithful for the case of an incident train of 
identical pulses, the delay between the consecutive pulses in the incident train must 
exceed the FP time constant τ = τN0 . This is to avoid any overlap (superposition) 
between consecutive pulse trains.

As discussed for the case of a grating, the time-integrated FP response to a pulse 
of duration δt that is much longer than its time constant τ0 , becomes identical to the 
CW intensity response because all the autocorrelation numbers γ(pτ) → 1. Then the 
mathematical structure of Equation 5.31 and that of Equation 5.27 become identical. 
This limiting relation is presented as Equation 5.32 below:

 �
ν τ  ≡ ν τ

τ δ >τ
Lt D I

t
pls cw. ( , ) ( , )

0
 (5.32)

Thus, as for classical grating theory based upon propagating a CW monochromatic 
wave, classical FP theory is also equivalent to pulse response function for a suf-
ficiently long pulse. Even though FP spectrometer can be set to have much higher 
resolution than gratings, it was still not be sufficient to recognize the existence 
of a time-constant through analysis of spontaneous emissions. Spectrometry was 
still being done using spontaneous emissions with pulse length in the domain of 
δt∼10 ns. Even an FP with two orders of magnitude higher resolution of =R 106 
gives τ = ν = nsR/ 1.670  (λ = 5000 A), keeping the validity of Equation 5.32. The 
utility of Equation 5.31 becomes evident when one attempts to spectrally analyze 
the strengths of the individual components of the frequency comb from short pulse 
lasers. Of course, as mentioned earlier, the pulse width must be longer than the step 
delay, δt > τ, for physical superposition of the replicated pulses, and the spacing 
between the input pulse train must be greater than the spectrometer time constant, 

> τt 0, to avoid mixed overlaps between consecutive pulse trains generated by the 
FP from the individual pulses in the original laser pulse train.
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5.4  MICHELSON’S FOURIER TRANSFORM SPECTROMETRY 
(FTS) AND LIGHT-BEATING SPECTROMETRY (LBS)

5.4.1  fourier tranSform Spectrometry (ftS)

Michelson’s Fourier transform spectroscopy is a major tool both in academia and 
in industry with highly sophisticated instruments and texts available off the shelf. 
Interested readers can consult available references [1.39, 5.19]. We just would like 
to underscore, based on discussions in Chapter 3, that readers should remain alert 
regarding the roles of unavoidable intrinsic time averaging by photo detectors and 
their controllable LCR-integration time constant (Section 3.2) in creating measurable 
transformation in our detectors, which we use to carry out FTS algorithm. This is 
further illustrated in Chapter 6 on coherence (Section 6.3). There, we also underscore 
how to distinguish between fringe visibility degradation due to amplitude variations 
in time γ τa ( ) because of pulsed light and those due to physical presence of actual 
optical frequency distribution γ τν ( ) (due to actual E-vector oscillations contained in 
the light beam). The Fourier transform of the fringe visibility degradation γ τa ( ) due 
to pulsed light, as per autocorrelation theorem, will also give the Fourier spectrum 
of the pulsed light, which does not exist physically, as we have analyzed in the earlier 
sections of this chapter and in Section 2.6.1.

5.4.2  light-beating Spectrometry (lbS)

For the sake of completeness of this chapter on spectrometry, we also mention a few 
words on heterodyne spectrometry. Heterodyne spectrometry, by mixing a known 
reference frequency with an unknown source, provides another way of achieving 
high-resolution spectrometry under suitable conditions. Some of the necessary con-
ditions regarding the detector response time (band width) have already been dis-
cussed in Section 3.2.3, and a specific heterodyne experiment has been described in 
Section 2.6.1 to demonstrate the absence of Fourier frequency in a pulse, along with 
super-resolution potential. Readers who are interested in general heterodyne spec-
trometry should consult available references [5.20].

We will conclude this section by illustrating an elementary heterodyne experi-
ment to determine the precise laser mode separation δν = c/2L, or alternately, to 
precisely determine the length of a laser cavity L = c/2δν. For mathematical formu-
lation and experimental demonstration purposes, we are considering a He-Ne gas 
laser with N modes. He-Ne modes have extremely narrow line width with a phase-
stability duration exceeding a millisecond. Since He-Ne laser’s gain bandwidth is 
around 1.5 GHz, a detector with response characteristics faster than 3 GHz would 
be adequate to capture the heterodyne signal due to the two spectrally extreme-end 
modes. If we analyze the signal using an electronic spectrum analyzer (ESA) with 
sampling duration of a millisecond (shorter than the phase stability duration of 
He-Ne modes), then the photo current can be treated as generated by phase-stable 
modes (see Figure 5.7). (Yet, they are not mode-locked as per the NIW property 
[see Chapter 7].) As the phases of the modes drift out, the ESA takes a new sample 
to average. Under these conditions, the sampled photocurrent accepted by the ESA 
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can be expressed as (with the idealized assumption that all modes are of equal 
strength):
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The electronic signal processing algorithm is designed to make a harmonic analysis 
(Fourier transform) of the sampled oscillatory current it receives, after rejecting the 
DC current. So it takes a Fourier transform of the AC current:

 
∑= χ − π δν

=

−
D t N N p p tos

p

N
( ) (2 / ) ( )cos[2 ].

2

1

1
 (5.34)

Then it displays it as a discrete set of difference frequencies pδν:
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A photograph of the heterodyne mode analyses of 5-mode He-Ne laser is shown in 
Figure 5.7.

Throughout this book we are underscoring that the frequency contained in an EM 
wave is set by the emitting source along with the Doppler shift for the source velocity 
(see Ch.11). Light is also emitted as a time finite pulse, whether it is a spontaneous 
or a stimulated emission (see Chapter 7 and 10). The electric vector oscillations 
contained in these pulses are defined as carrier frequencies generated by the source. 
This is our physical source spectrum. This definition is fundamentally different from 
various prevailing assumptions [5.21-24]. Carrier frequencies generated by a source 
do not change during their propagation through linear optical systems like gratings 
and FP’s. But the measurable spectral fringes they generate are always of finite width 

(a) (b)

FIGURE 5.7 He-Ne spectrum displayed by a Fabry–Perot, shown in (a). Mutual heterodyne 
signal display by an electronic spectrum analyzer (ESA), shown in (b) [7.11].
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even when the pulse contains a single carrier frequency. We call this as the pulse 
response function, which we have developed in this chapter. These source frequen-
cies can be modified only through non-linear interaction processes with materials. 
However, the correct determination of the source carrier frequencies become quite 
complex, if not impossible, when a short burst of light is time-chirping in its electric 
vector frequency, amplitude and polarization. For existing approaches, based upon 
prevailing coherence theory, one should consult these reference [5.25, 5.26] (see also 
Chapter 6 and 7).
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6 “Coherence” 
Phenomenon

6.1  INTRODUCTION

We are assuming, as in other chapters, that the reader has the basic understand-
ing of the coherence phenomenon as it is now taught. For a review of this classi-
cal coherence theory, the reader is referred to basic [2.10, 6.1] and advanced books 
[1.34, 1.41]. Currently coherence is theorized as the normalized correlation between 
two superposed optical signals, usually replicated by a two-beam interferometer or 
by a double-slit system. However, as we have underscored previously, light beams 
by themselves cannot help us quantify the field–field correlation, or their mutual 
phase relationship, since they do not interact with each other according to the NIW 
property already explained. Our current state of knowledge of the EM waves and 
our detection technologies do not allow us to directly access the information rel-
evant to field–field correlations, or any transformations experienced by the fields. 
Since the gathered fringe visibility data correspond to transformation experienced 
by our detectors, we will redefine measured coherence as the detector’s transfor-
mation under correlated joint stimulations due to the simultaneous presence of two 
replicated fields, as we carry out two-beam superposition experiments. Prevailing 
coherence theory is presented as field–field correlation, as it does not go into the 
technical details of how these measurable transformations are physically generated 
and registered. It simply assumes that fringe visibility data directly correspond to 
field–field correlation. This is not physically possible by virtue of the NIW property. 
We will show that the prevailing concept of field–field correlation turns out to cor-
roborate measured data except for a detector constant, due to our mathematically 
allowed rules and presentation technique. We do not need to introduce any funda-
mental change in the basic structure of the traditional mathematical formulation, 
which derives Michelson’s fringe visibility as the modulus of the normalized corre-
lation factor [1.34, 1.41]. However, we will see that accepted mathematical rules and 
the normalization process for the correlation factor eliminates the detector’s linear 
polarizability parameter, and hence the current normalized correlation factor cor-
roborate measured visibility without the need to explicitly incorporate (recognize) 
the light–matter interaction (stimulation) processes and related time averaging and 
photocurrent integration time.

Teaching coherence theory using a semiclassical model has been very success-
ful as is evidenced in literature from the extensive reference to the text by Born and 
Wolf [1.34]. This has been further strengthened by the work of Sudarshan [1.41, 
p. 556], who demonstrated the optical equivalence between Wolf’s classical theory 



92 Causal Physics: Photons by Non-interactions of Waves

and Glauber’s quantum coherence theories. Further, Lamb and Scully [1.44] and 
Jaynes et al. [1.45] have demonstrated that photoelectric effect can be analyzed semi-
classically [1.41, see Ch.9]. We strengthen this semiclassical view by interpreting the 
coherence function as joint correlated stimulations of quantum mechanical dipoles, 
induced by the simultaneously superposed classical optical fields, rather than corre-
lations between the fields themselves or as correlation between indivisible indepen-
dent photons. Our approach has been published earlier [3.8, 3.9, 6.2, 6.3].

The quantitative value of the registered superposition fringes are influenced by 
the following three characteristics of detecting molecules: (1) the quantum properties 
of detecting molecules (their response characteristics to EM waves), (2) the intrin-
sic quantum mechanical time-averaging property of the detecting molecules, which 
required them to establish quantum compatibility with the fields before absorbing 
energy from its surroundings out of all the superposed but propagating fields, and 
(3)  the LCR circuit integration time constant associated with the detecting system 
that averages out the fluctuating release of photoelectrons over time, which we mea-
sure as photoelectric current or current pulses. Of course, the photons being classi-
cal wave packets (emitted spontaneously or stimulated), their amplitudes, phases, 
frequencies, and polarization during the moments of interaction with the quantum 
detector is also critically important in determining as to when and at what rate pho-
toelectrons are released in the circuit. Thus, the measured fringe visibility reflects 
the joint properties of light and the detecting system. The superposed waves assist 
in providing the energy necessary for the release of electrons, and the detecting sys-
tem determines the structure of the emergent photoelectric current. The release of 
quantum mechanically bound electrons being proportional to the square modulus 
of the sum of all the dipolar complex amplitudes induced by all the simultaneously 
stimulating fields, the complex amplitudes of the superposed fields (amplitudes, 
phases, frequencies, and polarizations) are clearly important determining parameters. 
However, this does not make light itself coherent, incoherent, or partially coherent. 
Waves do not interact or correlate by themselves to create observable fringes. Light 
is never incoherent by itself. All photon wave packets are individually phase-steady 
collective phenomenon. Joint stimulations simultaneously induced on a detector by 
multiple superposed wave groups, averaged over a time period, will vary, based on 
the overall integration time of the detector system. Thus, if we can invent a detection 
system with attosecond response and registration capabilities, we will always record 
high visibility fringes and may conclude that all light are coherent (as long as the 
pulse duration is femtosecond or longer).

6.2  TRADITIONAL VISIBILITY AND AUTOCORRELATION DUE 
TO A LIGHT PULSE OR AMPLITUDE CORRELATION

Let us consider that a replicated pulse pair, ( )exp[ 2 ]1 πνa t i t  and ( )exp[ 2 ( )]2 πν − τa t i t , 
is superposed on a detector with a relative time delay τ using a traditional two-beam 
interferometer (a Michelson, or a Mach–Zehnder, or a double-slit system). If the 
detection system is set to record the total energy ( ). τEtot  for each specific delay τ by 
integrating the accumulated photocurrent over a period T ( )6 1= −t t , which is longer 
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than the duration of the superposed pulse pair (Figure 6.1), then we can represent the 
process with the following equation:
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For more rigorous derivation, specifically to appreciate that under the most general-
ized condition ( )γ τa  is complex and the measured real visibility V(τ) is proportional 

(a) (b)

a(t) a2(t–τ)

T ≥|t6–t1|

a1(t)v τ

t1
t2t3

t4t5t6

FIGURE 6.1 (a) The oscillatory E-vector (or the carrier) frequency ν is shown, whose tem-
poral amplitude variation is given by the mathematical envelope function a(t). (b) A pair of 
replicated pulses is superposed with a relative time delay τ. When a square-law detector accu-
mulates the time-integrated current over the entire duration T t t( )6 1= −  of the pulse pair, the 
registered energy contains the mathematical correlation factor along with a DC bias. 
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to the modulus of ( )γ τa , consult Reference [1.34, 1.41]. We have used the suffix 
“a” to γ a  to underscore that the reduction in the visibility of fringes under a time-
integrated record is due to superposition of unequal amplitudes. This is not due to the 
presence of Fourier frequencies, as is traditionally presumed because of the mathe-
matical autocorrelation theorem, as will be explained later. This point can be further 
appreciated from Figure 6.2.

6.2.1  recognizing the Short-time averaging 
proceSS built into the theory

The short-time averaging can be appreciated by enforcing that the real and com-
plex representation of the EM wave should give essentially similar final expres-
sions. The real representation of the EM wave is signal acos2πνt, and the standard 
complex representation is aexp[i2πνt]. But when a quantum mechanical optical 
detector registers this signal, it is proportional to 2a  and not to cos 22 2 πνa t . The 
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FIGURE 6.2  Origin in the reduction in the correlation factor, or the fringe visibility, due 
to superposition of a pair of replicated pulses produced by a Michelson interferometer (see 
Fig.6.3a) and recorded by a detector. The first row shows five different delays between the 
replicated pair of pulses where the time-integrated energy gives us only one point on the 
recorded fringe pattern. Second row shows dense cosine fringes as would be registered by 
the detector while the Michelson interferometer delay is slowly increased. Third row shows 
the computed autocorrelation, or fringe visibility, curve, derived from the cosine fringes in 
the second row. Fourth row shows expanded view of four consecutive cosine fringes for the 
four different pulse spacing (interferometer mirror spacing); clearly underscoring that the 
degradation of the fringe visibility is due to time varying amplitudes, which simultaneously 
stimulate the detector. There are no Fourier frequencies present.
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factor 2a  is easily obtained by using the quantum mechanical recipe of taking 
the square modulus of the complex signal aexp[i2πνt]:

 .
2 2 2= =πνE ae acmplx

i t  (6.6)

If we use the real representation, then we need to carry out time averaging over a 
cycle, (1/ν):
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(See Chapter 3.) The final result of Equation 6.7 derives from the fact that the inte-
gration of an oscillatory function over a complete period is zero. The factor (1/2) 
can be considered as a part of the detector constant. Since the EM wave is real 
and the field to detector energy transfer is a real quantity, we may conclude that 
the amount of optical energy transfer = νE hmn mn  required by a quantum detec-
tor to undergo the transition from level (or band) →m n  should have a minimum 
energy density of νh mn  within a volume of wavelength of the light, since waves 
are constantly moving with a velocity = νλc . However, this point is still consid-
ered controversial, even though experiments support this logic [1.38, 1.46, 1.49]. 
Further, in the radio frequency domain, it is well understood that a physically 
small receiving antenna absorbs (suction effect) energy from a very large volume 
surrounding it [3.4].

Long-time integration can be appreciated from Figure  6.1 and Equation 6.1, 
which corresponds to normal experimental arrangements. The normalized auto-
correlation factor ( )γ τa  in Equation 6.5 also reflects this long-time integration. 
We now want to underscore that the measured data do corroborate Equation 6.1 
(except for a detector constant), and the implied physical process of redistribution 
of energy as registered fringes requires (1) taking the square modulus, or short-
time averaging of the fields and (2) carrying out the long-time integration over a 
period T. These two physical process steps must be carried out by some complex 
physical entity. Can the two superposed EM waves, still propagating at the enor-
mously high velocity = νλc , carry out these two physical process steps implied 
by Equation 6.1? Or, are these process steps being carried out by the detecting 
dipoles? As we have explained in Chapter 2, the NIW property implies that the 
process steps identified above are carried out by the detecting dipoles.

6.2.2  recognizing long-time integration proceSS built into the theory

We now assume that the there is only superposition effect as registered by photodetect-
ing devices after they absorb energy due to joint stimulations induced by two superposed 
fields. As in Chapter 2, we accomplish this by taking the square modulus of the sum 
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of the two dipolar stimulations, ( ) ( )exp[ 2 ]1χ ν πνa t i t  and ( ) ( )exp[ 2 ( )]2χ ν πν − τa t i t , 
experienced by the same detecting molecule (Equation 6.8). The total energy absorbed 
by the detector D(τ) is now correctly represented by the time-integrated total photo-
electrons. Once we assume that for a given narrow band of frequencies, ( )χ ν , rep-
resenting the susceptibility to polarization of the detecting dipoles, is constant, the 
common factor can be taken outside the parenthesis, as per our mathematical conven-
tion. Then the final result of Equation 6.8 is identical to that of Equation 6.1 except for 
the constant multiplying factor ( )χ ν . Equation 6.5 for the autocorrelation factor can be 
rewritten, as in Equation 6.9, to show that it is the mathematical rule of the normal-
ization process, canceling the same factor from the numerator and the denominator, 
which makes the correlated joint dipolar stimulation ( ) ( ) ( )1 2χ ν χ − τa t a t  appear as a 
pure field–field correlation ( ) ( )1 2 − τa t a t , as in Equation 6.9.
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Thus, our mathematical rules can deprive us from appreciating the inherent physi-
cal processes behind the phenomenon we are trying to investigate unless we remain 
consistently vigilant to explore such processes. This will be further elaborated in 
the next section that discusses the autocorrelation theorem, which mathematically 
demonstrates that the normalized autocorrelation factor and the normalized Fourier 
intensity spectrum form a Fourier-transform pair:

 
� �γ τ

τ
A fa

conjugates f

FT Pair

nrm( ) ( )
: &

.
 (6.10)

Where � �( ) ( ). .

2≡A f a fnrm nrm
 and �( )a f  is the Fourier transform of a(t). We have assumed 

that during the replication process in a two-beam interferometer, the two pulses, ( )1a t  
and ( )2 − τa t , have not changed their envelope shape from the original pulse a(t).
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6.2.3  autocorrelation theorem anD mathematical fourier frequencieS

The standard autocorrelation theorem mathematically shows that the normal-
ized autocorrelation function and the normalized Fourier intensity spectrum, 
for a given pulse under consideration, form a Fourier transform pair. Below, 
we replicate two standard ways of proving the autocorrelation theorem, given 
in many textbooks. Note that we are using the symbol f instead of v to under-
score that Fourier frequencies are mathematical frequencies. This is deliberate 
to emphasize that Fourier frequencies f do not represent any physical frequency, 
unlike v does, which we have used in the previous sections where it represented 
real physical carrier frequency generated by the real emitting source (see also 
Figure 6.1a).
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Hence, the normalized version of the autocorrelation theorem can be written as:

 
�( ) ( ).

2∫γ τ = − π τdf A f ea nrm
if  (6.12)

Notice carefully the last three steps of the above Equation 6.11. First, we derive delta 
function ( )δ − ′f f . Then, acting upon this delta function in the next step implies non-
interference between different frequencies, which was also assumed by Michelson. 
This is a rather confusing assumption to accept in modern times because we now 
know how to carry out heterodyne (or beat) spectroscopy through superposition 
effect due to different frequencies. The second proof may be considered as somewhat 
closer to reality since it uses the long-time integration, which is behind the definition 
of correlation factor (Equation 6.5).
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However, one should note that we have introduced a large number of mathemati-
cal assumptions as we replace ( )+ τa t  by its Fourier transform and then reorganize 
the integrands and the order of integration. Do all these steps correspond to physi-
cally valid causal processes? Let us at least recognize the switching of mathemati-
cal parameters—the pair of Fourier transform conjugate variables we implement to 
prove the autocorrelation theorem:

 

� � � � � �γ τ
τ

≡
conjugates f

FT Pair
A f a t

conjugates t f

FT Pair
a f A f a fa nrm nrm nrm

( )
: &

( ); where ( )
: &

( ) and ( ) ( ). . .

2

  
  (6.14)

The derivation of the autocorrelation theorem uses τ and f as the conjugate variables, 
whereas the derivation of Fourier frequencies uses t and f. The running time t and the 
experimenter-introduced relative delay τ represent very different physical attributes 
of the pulse. Such mixing of parameters to enforce mathematical symmetry and 
elegance deprive us from seeking out, or mapping out, the invisible but real physical 
processes behind the phenomenon under study.

Let us underscore again that the degradation in visibility, measured by a detec-
tor due to correlated stimulations induced by a pair of delayed pulses, is not due to 
the presence of Fourier frequencies of the pulse envelope of a(t) [6.4–6.6]. To obtain 
� �( ) ( )

2≡A f a f from ( )a t , some physical system has to have the memory and computa-
tional capability to read the entire envelope function a(t) and then carry out the Fourier 
algorithm. Neither EM waves, nor our quantum detectors have such capability. The 
real physical processes behind the degradation of fringe visibility can be appreciated 
by plotting the instantaneous fringe intensities (vertical hash lines in Figure 6.2) due to 
varying temporal delays τ between the replicated pulse pair.

A review of the various time intervals shown in Figure 6.1a, which is being expe-
rienced by the detector, will clarify the reasons behind time-varying fringe visibility. 
During the time intervals 1t  to 3t  and 5t  to 6t , the detector experiences stimulations 
caused only by a single beam, either ( )exp[ 2 ]1 πνa t i t  or ( )exp[ 2 ( )]2 πν − τa t i t , respec-
tively. Hence, there is registered energy but no fringes at all, as there is no super-
position of two beams. Fringe visibility is zero during these intervals. Mathematical 
Fourier frequencies should not be invoked to explain the absence of fringes during 
these time intervals. For a brief moment around 4t , the detector would register perfect 
visibility fringes since the superposed amplitudes due to the two pulses are essentially 
equal. But during the broad time interval 3t  to 5t , the fringe visibility keeps on evolving 
since the two amplitude values of the two superposed pulses keep on changing.

For each τ, the detector integrates the intensity during the entire duration of the 
pulse pair, which is represented by the Equation 6.9. For each value of τ, the detector 
experiences time-varying superposed amplitudes even though the spacing between 
the pulse pair remains same for a given τ. Observe the evolution of the pulse pair in 
Figure 6.2 both along t-axis and τ-axis. The detector keeps on integrating the time-
varying visibility, as per Equation 6.9 for each τ. Figure 6.2 last row represents the 
expanded fringes for various values of the fringe order, (m ± 2), where the order of 
fringe /= λ = ντm . The upper envelope of the dense hash fringes in Figure 6.2 
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corroborates ( )γ τa , while the dense hash fringes represent idealized registration by 
a superfast streak camera.

In spite of the mathematical correctness of the autocorrelation theorem, the intro-
duction of Fourier frequencies of a pulse envelope distracts us from appreciating the 
real physical processes going on behind the superposition phenomenon. Recall that 
in Chapter 5 on spectrometry, we have defined the actual carrier frequency produced 
by the source as the physical frequency: the E-vector executes the sinusoidal oscil-
lation at this frequency. Mathematical Fourier frequencies do not exist in the real 
world, even though the measured data can be corroborated under long-time integra-
tion. Theories designed to model measurable data are an unavoidable step. However, 
they can guide us to drawing wrong conclusions regarding the actual physical pro-
cesses behind the data generating phenomenon. Accordingly, we must remain vigi-
lant in imposing physical explanations for an observed phenomenon based purely 
on the data modeling capacity of a theory, especially, when it fails to map physical 
processes behind the detection process.

6.3  SPECTRAL CORRELATION

Because of the elegance of the autocorrelation theorem, it is common practice to 
represent the fringe visibility measured and analyzed by Fourier transform spectros-
copy (FTS) by the above autocorrelation theorem (Equation 6.12)—and it works! It 
does so only after we replace the mathematical Fourier frequency f by the physical 
frequency ν generated by the light-emitting source and when the detecting system 
is deliberately set to integrate the registered energy over a long period. This integra-
tion time period should be longer than the inverse of the shortest beat (difference 
frequency) that can be generated in the photocurrent. When Michelson invented this 
technique of FTS [1.39], his detectors were his eyes and/or photographic plates, both 
of which were long-time integrators. Without recognizing this integration effect of 
his detectors, Michelson drew the conclusion that different frequencies are incoher-
ent or they do not interfere. Modern FTS instrument simply employ AC photocur-
rent filter and register the variation of the DC photocurrent, as τ is varied in the 
instrument. Let us appreciate these points using a simple example of employing a 
CW He-Ne laser of cavity length around 15 cm so it runs in two longitudinal modes 
(frequencies) of equal strength, exp[ 2 ]1πνa i t  and exp[ 2 ]2πνa i t , under stabilized 
conditions (Figure 6.3). Then the spectral intensity can be presented as

 ( ) [ ( ) ( )]1 2ν = δ ν− ν + δ ν− νS  (6.15)

The output port of a Michelson interferometer will generate photocurrent in the 
detector, given by
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The second line of Equation 6.16 represents Michelson’s the-then hypothesis that 
different optical frequencies do not interfere. We have summed only the repli-
cated pair of signals corresponding to each frequency separately; cross terms 
between the two different frequencies have been eliminated. It is now easy to 
appreciate that if one can extract only the oscillatory component of the registered 
fringes from the photographic plate using a scanning densitometer, then the math-
ematical Fourier transform of such filtered data will yield the physical spectrum 
of the source:

 ( ) ( ) cos2 cos2. 1 2τ ≡ γ τ = πν τ + πν τνDosc  (6.17)

 
� ( ) [ ( )] ( ) ( ) ( ). 1 2ν ≡ γ τ = δ ν− ν + δ ν− ν = ννD FT Sosc  (6.18)

The Fourier conjugate variables are τ and ν, both of which are physically real param-
eters. Michelson’s noninterference between different frequencies, used in Equation 
6.16, corroborates the autocorrelation theorem, as derived earlier.

The results of Equation 6.17 and 6.18 can now be summarized as γ τν( ) and S(ν) 
form a Fourier-transform pair with conjugate variables as τ and ν:

 

�( )
: &

S( )γ τ
τ ν

νν
conjugates

FT Pair
 (6.19)

While this is mathematically similar to that expressed in Equation 6.14, the conju-
gate variables now represent actual physical parameters.

Input

Detector

M  1 B S

M  2

(v1,v2)

=

m =
2m =

0m =

Relative delay 
(b) 

(a)

FIGURE  6.3 (a) Michelson interferometer. (b) Spatially superposed two-beam cosine 
fringes of different spatial frequencies, m = ντ due to two different frequencies. At τ = 0, 
the maxima corresponding to all the different frequencies coincide. But with increasing 
path delay, the visibility of the fringes starts degrading with path delay. This is because the 
spatial frequency of the cosine fringes formed by different optical frequencies are differ-
ent for different optical frequencies. For recovery of the optical frequency information see 
Equation 6.16.
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We can rewrite Equation 6.16 as a product of two cosine functions and then 
extract the oscillatory part as:

 ( ) 4 [1 cos2 cos2 ]2 2τ = χ + πντ πδντD a  (6.20)

 ( ) cos2 cos2. τ = πντ πδντDosc  (6.21)

Here, we have used the definitions, ( ) /21 2ν ≡ ν + ν  and ( )/21 2δν ≡ ν − ν . Equation 
21 gives us an easier way of extracting the value of the mean of the difference fre-
quency ( ) /21 2δν ≡ ν − ν  if we can find out the average frequency ( ) /21 2ν ≡ ν + ν  
by direct spectroscopy. In fact, this represents an age-old classic experiment for 
undergraduate physics using Michelson interferometer and a sodium vapor lamp 
emitting /58901ν = c A  and ν = c A/58962 . Our, suggestion for teachers is that 
the students should be asked to manipulate the same data as in Equation 6.17 
and then carry out the simple Fourier transform algorithm to determine the two 
frequencies directly. Their wavelength determination will be slightly inaccurate 
because the actual strengths of the two spectral lines are slightly different. In the 
above representation we have assumed them to be of equal strength. However, 
the important lesson for the student would be that the mathematical representa-
tion of a theory and the underlying assumptions determine what we can measure. 
Working theories do not necessarily give us direct access to the ultimate working 
logics of nature.

Let us revisit Equation 6.16 where Michelson’s assumption of noninterference 
of different frequencies has been used to eliminate cross-frequency terms. In 
general it is not a correct assumption, especially, for fast detector. To be math-
ematically self-consistent, one should rewrite Equation 6.16, keeping all the cross 
terms:
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If one now electronically blocks the four AC current terms of Equation 6.22, or inte-
grates the signal over a long period to average them to zero, one will be left with the 
terms in the last line of Equation 6.16.

If we use a fast detector along with a DC current blocker to analyze the photocurrent 
of Equation 6.22, the AC signal will constitute four different terms, each oscillating at 
the difference frequency ( )1 2δν ≡ ν − ν  with different phase shifts. This guides one to 
think of light-beating spectroscopy, or LBS [5.20, 6.7], which is mathematically easier to 
present when one sends the signal directly to a fast square-law detector without the need 
of any interferometer:

 
( ) 2 [1 cos2 ( ) ]2 2 2 2 2

1 2
1 2= χ + χ = χ + π ν − νπν πνD t ae ae a ti t i t  (6.23)
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A detector with electronics that can block the DC, will give a harmonic current 
oscillating at the difference frequency ( )1 2δν ≡ ν − ν . Then, knowing one of these 
frequencies, the other one can be determined (see Chapter 5 on spectroscopy).

6.4  SPATIAL OR SPACE–SPACE CORRELATION

The discussion about the classical concept of coherence remains incomplete with-
out presenting the van Cittert–Zernike theorem on spatial coherence, because the 
concept of coherence evolved with historic attempts to understand spatial coherence 
[1.34]. The theorem gives the expression for the correlation function for EM waves 
between two spatially separate points at the Fraunhofer or the far-field x-plane due 
to a thermal source at the ξ-plane consiting of many independent emitters without 
any phase correlating mechnism between them. (With the advancement of spatial 
Fourier optics, one recognizes that the physical far-field can be simulated at the focal 
plane of a converging lens.) Consider Figure 6.4a,b [6.8]. We want to find the cor-
relation ( , )1 2Γ x xs  that would be experienced by a detector if it can simultaneously 
receive both the stimulating fields from 1x  and 2x :

 
( , ) ( ) ( ) ( ) ( )1 2 1 2

2
1 2Γ ≡ χ χ = χ∗ ∗x x U x U x U x U xs x x x x  (6.24)
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FIGURE  6.4 Far-field fringe visibility due to an incoherent source is the Fourier trans-
form of the source-intensity function, as per vn Cittert–Zernike theorem. The diagrams help 
explain that the root of reduction in fringe visibility is due to the summation of many dis-
placed but perfect visibility fringes produced by each individual point source [6.8], as shown 
in (a) and (b). (c) Shows the visibility reduction due to one pair of displaced fringes; (d) shows 
the emergence of vC-Z visibility curve as one keeps summing the fringes due to the very 
many independent point sources on the “incoherent” slit.
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The subscript “s” signifies spatial correlation. In an elegant experiment, it was 
demonstrated by Thompson and Wolf [6.9] that ( , )1 2Γ x xs  can be measured as 
the visibility of fringes using Young’s double-slit method at the second Fourier 
transform plane designated as α. This experimental approach is very instruc-
tive because we can use this concept to demonstrate that the degradation of 
spatial correlation is due to spatial translation of the various double-slit fringes 
produced by each of the point source on the ξ-plane, which are independent of 
other point sources. The spatial frequency of the fringes in the α-plane remains 
the same as it is determined by the fixed separation between the two slits at 
x1 and x2, and also because we are considering that the carrier frequency of 
the source wave packets are the same. The wave packets from individual point 
sources do not become any more phase correlated than they were during the 
emission due to diffractively spreading propagation with distance (recall the 
NIW property). However, each of the individual expanding wave packets, with 
expanding wave fronts, cover wider and wider spatial areas as they propagate 
forward with distance. This differcative expansion of individual wave front is 
at the root of observing enhanced fringe visibility (phase correlation) between 
spatially separate source points.

The experimental approach is to record the fringe visibility at the α-plane while 
varying the separation between the slits at the x-plane. We are using ς as a scal-
ing factor to accommodate the reduction in amplitude due to propagation from the 
x-plane to the α-plane. The detector’s dipolar response factor is represented by χ(ν) 
as before. Then the time integrated (or ensemble averaged) detector signal D(α) at 
the α-plane due to a pair of slits at the x-plane would be given by:
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where

 
( / ); 2 ; ( )1 2 1 2 1 2 1 2 1 2γ ≡ Γ β ≡   ≡ ++ +D D D D D D D Ds  (6.26)

The last line of Equation 6.25 has been processed in such a way that βγ s represents 
the fringe visibility, which then helps one to extract the normalized γ s , the desired 
joint correlation that would be experienced by a square-law detector. Usually the 
experimental arrangements are such that 1 2=D D , giving β = 1 and hence γ s  directly 
gives the fringe visibility or the desired moralized spatial correlation factor. In case 
the amplitudes from the two slits ( )1U xx  and ( )2U xx  also are unequal, the fringe vis-
ibility is reduced by the factor β due to unequal detector signals ( )1 αD  and ( )2 αD . 
This reduction of visibility due to unequal amplitudes has nothing to do with the 
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spatial phase correlation γ s . Of course, the best strategy is to pay close attention to 
ensure ahead of time that ( )1 αD  and ( )2 αD  are equal.

Let us now derive the expression for the far-field van Cittert–Zernike theorem to 
determine ( , )1 2Γ x x  defined in Equation 6.24 and 6.26. The expressions for U xx ( )1  
and U xx ( )2  is easily determined by propagating a single HF wavelet out of the 
ξ-plane through the first lens on to the x-plane, and arriving there as a tilted plane 
wave. Each one of these tilted plane waves, if allowed to propagate unobstructed to 
the α-plane, will form an inverted image of the source point.

 
( ) ( )exp[ / ]; ( ) ( )exp[ / ]1 1 2 2∑ ∑= ξ ξ = ξ ξξ ξU x U ik x f U x U ik x fx

m
m m x

m
m m  (6.27)

Substituting Equation 6.27 in Equation 6.24 and then by simplifying, we get the final 
expression Equation 28, which tells us that the degree of spatial phase correlation 
in the far-field is the Fourier transform of the source intensity function [1.34]. The 
normalized spatial phase correlation function γ s  has been already defined in the last 
line of Equation 6.26. The amplitude reduction factor ς due to propagation has been 
maintained in Equation 6.28.
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where,

 
( ) / ]2 1≡ − νδp x x fcx  (6.29)

We have defined a new variable δp x  only to bring similarity in the structure of the 
Fourier transform kernels for all the three cases of correlation we are discussing in 
this chapter—amplitude, spectral, and spatial correlations. Then, in an analogy with 
the Equation 6.14 and 6.19, we can present the normalized spatial coherence in the 
following abbreviated form: the normalized far-field spatial degree of correlation 
between a pair of points separated by a distance δx and the normalized source inten-
sity distribution form a Fourier transform pair:
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The conjugate variables are the source coordinate ξ and the far-field pair of spatial 
coordinates δp x  (defined in Equation 6.29), where the correlation measuring pair of 
slits are positioned. The subscript s implies spatial correlation.

Let us now try to appreciate the main point of this section that the degradation 
of the fringe visibility, assuming the correlating amplitudes are exactly equal, is 
due to the spatial translation of perfect visibility fringes corresponding to indi-
vidual point source on the source plane. Notice in Figure 6.4a,b we have chosen 
two spherically expanding source waves from +ξ and −ξ locations, above and 
below the optical axis. The consequent two sets of secondary pair of plane waves, 
generated by the pair of slits on the x-plane, arrive at the α-plane, intersecting 
each other below and above the optical axis, respectively. These two intersection 
points indicate the two optical image points corresponding to the source points 
located at +ξ and −ξ locations. This can be easily appreciated by recognizing 
that our optical system consists of a double-spatial Fourier- transform arrange-
ment. The α-plane is an inverted image of the ξ-plane. In any perfect optical 
imaging system, the relative path difference between all possible rays starting 
from an object point and arriving at the corresponding image point is zero. Thus, 
the order of interference for the fringe peak shown on the α-plane below the 
optical axis of Figure 6.4a, produced due to the source point +ξ, is zero, or m = 
ντ = ν.(Δ/c) = Δ/λ = 0. Similarly, the zero-order fringe peak due to the source 
point at −ξ is shifted above the optical axis. These lateral spatial displacements 
of otherwise perfectly visible fringes due to each source point reduce the effec-
tive (summed) fringe visibility, given by the vC-Z theorem. Phase correlation 
between different source points remain unaltered through diffractive spreading 
of the individual source waves. Different wave packets do not interact to modify 
each other’s phase characteristics. Figure 6.4c shows this visibility reduction due 
to one pair of source points. When one continues to sum displaced fringes due to 
more and more points on the source plane and plots them for a given pair of slits 
on the x-plane, one can approach the analytical curve given by the vC-Z theorem, 
as shown in Figure 6.4d.

With the advent of array of independent nano quantum emitters, one can easily 
compute the far-field degree of spatial correlation by inserting the appropriate source 
function in Equation 6.28. Analytical expressions for simple 1D arrays have been 
derived from Reference [6.10].

6.5  COMPLEX CORRELATION

In the last three sections, we have given simple derivations to justify why correla-
tion functions should be explicitly identified with the specific physical parameters 
of the waves being analyzed, like time-varying amplitude, real optical-frequency 
content, and space-varying random spontaneous emissions. But each of the 
parameter was considered separately. In real life, light in many practical cases 
may have several variable parameters present simultaneously. Then extracting the 
precise values for the correlation factor and the relevant physical parameters from 
the recorded fringe visibility or the correlation factor becomes very difficult. In 
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this section, we treat a slightly complex case where we have a single pulse (time-
varying amplitude) that contains multiple frequencies, like the comb frequencies 
in a single pulse clipped off from a mode-locked laser. For mathematical con-
venience, we assume that the mode-locked laser had an intracavity-gain equal-
izing device so the frequency comb consists of equal amplitudes. Then, following 
Equation 6.1, the time integrated detector output due to a pair of replicated and 
delayed pulses would be given by:
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For the last-but-one line, we have used the knowledge of (similarity with) Equations 
6.16 and 6.17. The measured fringe visibility is now a product of amplitude and spec-
tral correlations, defined and developed in the previous sections.

So far we have been routinely assuming that the factor χ(ν), representing a 
detector’s susceptibility to polarization, is a constant and obtaining mathematical 
expressions for correlation factors essentially identical to the classical coherence 
theory. This may encourage the reader to consider this whole chapter to be no 
more than semantics. The deeper significance of our process-mapping approach, 
incorporating detectors’ properties and roles, can be appreciated from the case 
discussed in Equation 6.31. The total spectral spread of a frequency comb from 
some modern femtosecond lasers could be extremely wide. It is not likely that the 
value of χ(ν) for the molecules in a photodetector will have the same numerical 
value. Accordingly, simplification presented in Equation 6.31 would not be valid. It 
has to be numerically computed using frequency-dependent data for χ(ν) obtained 
through some separate measurement(s). Implications of the NIW property are 
more than semantics.

Generalized higher-order correlations due to more than two superposed beams 
can be expressed as sum of many second-order correlations [1.41], a simpler version 
of which can be appreciated from the response function of a N-slit grating, devel-
oped in the chapter on spectrometry.
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6.6  CONCEPTUAL CONTRADICTIONS EXISTING 
IN CURRENT COHERENCE THEORY

We have developed here the normalized measured correlation factors separately to 
recognize that distinctly different optical-source parameters are responsible for the 
physical degradation of the measured fringe visibility of the fringes (modulus of the 
normalized correlation factors); even though all three correlation factors can be rep-
resented as the Fourier transform of the source function. γ τa ( ) represents measured 
fringe visibility degradation due to simultaneous superposition of different stimulating 
amplitudes. In contrast, γ τν( ) represents visibility degradation due to differential 
spatial frequencies of fringes formed independently by different optical frequencies 
that are actually present in the source (physical frequencies, in contrast to Fourier 
frequencies). Also, γ δps x( ) represents fringe visibility degradation due to the spatial 
translation of fringes of the same spatial frequency formed by different source points, 
comprising the extended source.

The reason behind such repeated emphasis on paying attention to the physical 
process behind the emergence of the measured correlation data is that optical 
wave packets should not be characterized as coherent, partially coherent, and 
incoherent, because such characterization diverts our attention from the critical 
physical role played by the detectors (intrinsic quantum mechanical and detection 
system time constants) and then incorrectly assigns some of the quantum proper-
ties of the detectors to the optical waves. In the process, we developed various 
self-contradictory explanations for observed superposition effects. The following 
is a brief list.

 i. It is quite standard to describe white light from a thermal source as the most 
incoherent source of light. Such a source emits innumerable random wave 
packets with random phases and frequencies and at random times. Yet, a 
pinhole or a single slit placed at the far-field of such a white light source 
will generate a few beautiful fringes around the optical axis (m ≥ 0), which 
fade away as one moves away from the optical axis. So, white light is not 
intrinsically incoherent. It is the observational conditions that determine 
the visibility of fringes. In fact, such white light fringes are routinely used 
for very precision measurement of small distances or small thickness of 
materials using various two-beam interferometers (see Figure 1.2).

 ii. We explain degradation of visibility from superposition of a delayed and 
replicated pair of pulses as due to the mathematical Fourier frequencies 
of the amplitude envelope of a pulse. This assumption is physically incor-
rect when we carefully examined the implications of the otherwise-correct 
mathematical theorems, as we have done earlier in this chapter.

 iii. To explain Fourier-transform spectroscopy (FTS), we have been assuming 
that different optical frequencies do not interfere with each other or are 
incoherent while in heterodyne or light-beating spectroscopy (LBS); we uti-
lize their superposition effects using our modern fast detectors.

 iv. We also generally explain the absence of superposition fringes due to 
orthogonally polarized light because of their noninterference property. And 
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yet, we routinely assume that phase-steady but orthogonally polarized light, 
when collinearly superposed with a 90° relative-phase delay, form an ellip-
tically polarized beam where the electric and magnetic vector pair spins 
helically at the optical frequency as they propagate forward (see Chapter 9 
on polarization).

 v. Coherence length is another phrase that is also quite confusing in the way 
we have been using. It is easy to visualize that for a replicated pair of pulses, 
when superposed with a delay longer than their temporal (or spatial) dura-
tion, no detector can register their superposition effects because they never 
stimulate the detector simultaneously. This trivially simple point under-
scores a serious flaw in the quantum mechanical interpretation of the super-
position effects, which assumes that indivisible single photons can generate 
superposition effects! By the very definition of the word superposition, we 
need to induce simultaneously and physically real stimulations in a detec-
tor with two or more simultaneously present physical signals to succeed in 
generating any superposition effect.

The confusing meaning of the phrase coherence length can be further appreci-
ated by considering the behavior of a highly stable and inhomogeneously broadened 
gas laser, like a He-Ne laser. These lasers can run in multiple longitudinal modes 
(frequencies), each of which normally has a spectral width less than δν ≤ 105 Hz. 
Then, by traditional time-frequency Fourier theorem, the coherence length of each 
individual mode is δt = (1/δν) ≥ 10–5 s. But, because of the presence of multiple 
modes, spaced by δν = c/2L, where L is the laser cavity length, the fringe visibility 
when measured by a Michelson interferometer, will show an oscillation between 
zero and unity with a periodicity of relative delay, qτ = q(2L/c), q being an integer. 
We normally present this degradation of visibility as the degradation of the coher-
ence length of the laser. In reality, the intrinsic relative-phase stability between the 
laser modes remains 10–5 s and does not reduce to τ = (2L/c), which could be 2.10–9 s 
for a 30 cm laser cavity. The two-beam visibility degradation is due to the differen-
tial spatial frequencies of the cosine fringes corresponding to different frequencies. 
In fact, with the simplifying assumption that all the modes are of equal strength, we 
can rewrite the Equation 6.16 for N-equal modes as:
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or the spectral correlation factor as
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It is instructive to use Equation 6.19 and derive the spectral correlation factor 
using the autocorrelation theorem by Fourier transforming the normalized spectral 
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density function while remembering that the Fourier conjugate variable pair must 
be ,ν τ:
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From Equation 6.34 it is clear that the fringe visibility, ( ) ( )τ = γ τV , for a multimode 
CW laser, oscillates between zero and one, and repeats the value ( ) 1γ ν τ =  for all 
values of relative delays, that is, multiples of twice the cavity length τ = (2L/c) = (1/δν). 
(Note that complex mathematical representation makes γ ν τ( ) complex.) Obviously, 
the coherence length of a CW multimode laser is not limited to τ.

6.7  REDEFINING COHERENCE AS JOINT-CORRELATION 
EFFECT EXPERIENCED BY DETECTORS

We can now clearly appreciate that light is never incoherent by itself. All wave 
packets are individually phase-steady collective phenomenon. Joint stimulations 
simultaneously induced on a detector by multiple superposed wave groups, aver-
aged over a time period, will change the fringe visibility, based on its integration 
time. Thus, an attosecond detector, complemented by a similarly fast streak camera, 
will find all light coherent if they consist of wave packets of duration of a fem-
tosecond or longer. However, the basic mathematical structure of the correlation 
integral does corroborate measurable fringe visibility when due attention is given 
to the polarizability χ of the detecting dipoles. Accordingly, we believe it is better 
to replace the phrase coherence properties of light by response of optical quantum 
detectors by joint-correlated stimulations induced by two optical fields. The word 
“joint” is very important to underscore because the two superposed fields must be 
stimulating the same detecting dipole simultaneously while carrying two differ-
ent numerical values for the same field parameter, whether it is the amplitude, or 
the frequency, or the spatial-position dependent phases. Further, our mathematical 
equations are telling us that both the fields are providing energy to facilitate the 
photoelectric emission. It is logically inconsistent to claim that an indivisible single 
photon from one beam or the other can individually induce the superposition effect 
that is mathematically equivalent to joint stimulations. Accordingly, we define the 
following five physically distinct and different joint correlations, which should 
replace the customary phrase optical coherence. The following phrases may appear 
burdensome to remember compared to the historic single word coherence, but they 
faithfully underscore the physical interactions and the relevant physical parameters 
behind the measurement process.

 i. Joint-amplitude correlation (light with amplitude variations)
 ii. Joint-spectral correlation (light with frequency variation)
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 iii. Joint-spatial correlation (light with multiple spatial emitters)
 iv. Joint-polarization correlation (light with polarization variation; see 

next chapter)
 v. Joint-complex correlation (mixture of the above cases)

We are underscoring causality simply because when we develop a theory, we use 
a mathematical equation representing a precise cause–effect relationship. Hence, 
the same indivisible photon (even if it exists) cannot suddenly become multivalued 
only in interferometers to execute single-photon interference, interpreted as such 
because of our lack of explicit recognition that waves (photons) are noninteracting 
entities. Accordingly, it was natural for us to assign the various properties of detec-
tors on to light.
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7 Mode-Lock Phenomenon

7.1  INTRODUCTION

The pulse generation from a laser cavity is a collaborative and evolving interac-
tion process between EM waves (first spontaneous and then stimulated) and the 
intracavity phase locker, which enforces the evolution of the phase-locking process 
between the allowed cavity modes (frequency combs). This is because the physi-
cal properties of mode lockers, placed in front of one of the cavity mirrors, is to 
enhance the in-phase feedback into the cavity due to its physical response charac-
teristics. When we carry out the actual mode-lock analysis, we do take into account 
the interplay between all the temporal dynamics of the cavity-gain medium, cavity 
round-trip time, and the evolution of the temporal behavior of the phase-locking 
element (a saturable absorber or a Kerr cell). It is this phase-locking element that 
physically enforces the locking of the phases of the selective cavity spontaneous 
emissions frequencies toward in-phase stimulated emissions with its own tem poral 
gating characteristics. The temporal gating property of phase-locking devices natu-
rally emerges as it is directly proportional to the square modulus of the sum of all 
the wave packets passing through it at the same time. This time-gating efficiency 
iteratively evolves as it continues to open up more and more to in-phase photon 
wave packets, becoming further amplified through the process of stimulated emis-
sion within the cavity. Thus, the generation of phase-locked pulses is an iteratively 
evolving process where the phase locker plays a key physical role. However, we tend 
to explain the process by directly summing CW cavity modes that could be allowed 
by a laser cavity. On the observational level, this representation of the phase-locking 
process has been serving us well [4.1, 4.2], and hence we have stopped questioning 
whether we have learned everything that is there to learn about generating ultra-
short laser pulses [7.1–7.3]. Consider the paradox, discussed further in the next 
section. Homogeneously broadened gain media, like the Ti-sapphire laser, when 
successful in generating transform-limited pulses, mathematically are equivalent 
to πνa t i t( )exp[ 2 ]0 , an E-vector oscillating with a unique frequency ν0 under the 
envelope function a(t). A recent measurement does show such a unique E-vector 
undulation under a few fs pulse (see Figure 7.1b). What happened to all the longitu-
dinal modes? Have they all interacted with each other and synthesized themselves 
into a single carrier frequency as is implied by the time-frequency Fourier theorem? 
Then, how has the frequency comb become available for a wide variety of techno-
logical applications? [7.1–7.6]
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7.2  RECOGNIZING CONCEPTUAL CONTRADICTIONS 
AND AMBIGUITIES IN THE OBSERVED 
DATA OF PHASE-LOCKED LASERS

Let us recognize again that all of our experimental data about any laser pulse 
parameter are some physical transformations gathered from quantitative measure-
ments, which have been experienced by some material medium, like a photodetec-
tor after absorbing energy from one or multiple superposed light beams incident 
on them. Before we can propose a better conceptual framework to structure a 
better theory for the phase-locking process, we must first justify the need for such 
a venture. After all, current mode-lock theory is working [4.1, 4.2, 7.1–7.3], and 
it does corroborate quantitative data most of the time (except for a detector con-
stant). Accordingly, we will first underscore the various conceptual contradictions 
and ambiguities, which we have become accustomed to glossing over as unimport-
ant questions.

7.2.1  can SuperpoSeD moDeS create a neW mean frequency?

Traditional mode-lock theory. Consider a gain-flattened laser medium under con-
sideration, with unit spectral amplitudes for all the modes, given by Equation 
7.1 and Figure 7.1a. Then the standard approach of amplitude summation, as a 

(a)

v0

v0
a(t)

v

a

(b)

FIGURE  7.1 Traditional mode-lock theory obtains the pulse train by taking the square 
modulus of the sum of all the complex amplitudes of all the allowed modes. Implication is 
that the EM waves interact by themselves to reorganize the field amplitudes as discrete pulses 
while the cavity mode frequencies are replaced by a single carrier frequency, which is the 
allowed central mode by the Fourier theorem.
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Fourier series due to the periodicity of the frequencies selected by a cavity [4.1, 
4.2, 7.1–7.3], will be given by Equation 7.2, depicted in Figure 7.1b as a series of 
pulses, where the cavity mode spacing is δν = c/2L = 1/τ and L is the cavity length. 
Note that the Fourier summation converts the N-modes, or the frequency comb, 
into a unique mean frequency. This is contradicted by spectral data for almost all 
mode-locked lasers. Normally, single frequency spectral data is obtained from 
well-stabilized CW lasers containing high quality homogeneously broaden gain 
medium. See Figures 7.2 and 7.3.
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FIGURE 7.2 (a): Does an isolated pulse out of a model-locked pulse train contain a single 
frequency as implied by Fig.7.1b above? Would the traditional spectral analysis display a 
single frequency? (b): Or, does it contain all the cavity modes (frequency comb) and spectral 
analysis would display their presence? See Ch.5 on spectrometry for the proper answer.

(a) (b) (c) (d)

FIGURE 7.3 Frequency comb (optical spectrum). The spectra (a) and (b) are from mode 
locked nano second He-Ne lasers [7.7, 7.8]; (c) from a 300fs micro-cavity ring laser [7.9]; and 
(d) from a ~4fs Ti-Sapphire laser [7.10]. Cavity modes (frequency-comb) are clearly displayed 
for the cases (a), (b) and (c). But the spectrum in (d) is quite complex and ambiguity arises as 
to what happened to the frequency-comb. 
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The corresponding normalized intensity envelope for the pulse train, in two different 
mathematical forms, is:
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[See Equation 5.11 on how to derive these different versions of the square mod-
ulus operation.] One should take note that the frequency comb for the cases of 
Figure 7.3a,b,c (from References 7.7–7.9, respectively) are present without any ambi-
guity, unlike for the case for 7.3d (from References 7.1 and 7.10). Thus, further explo-
ration of the spectrum is required to draw self-consistent conclusions as to whether 
the resultant electric vector in a mode-locked laser pulse oscillates with a single 
mean frequency given by the last line of Equation 7.2 and the spcterometers, then 
reproduces the frequency comb.

7.2.2  Do Spectral gain characteriSticS influence moDe-
locking proceSS anD output Spectra?

Based on the theory of spectrometry, developed in Chapter 5, Equation 5.6, all the 
four complex spectra presented in Figure 7.3 should be represented by the convolution 

ν τ = ν τ νD D Scomp ( , ) ( , ) ( ). , where spectral intensity S(ν) is the actual frequency 
comb and D(ν,τ) is the pulse response function for a given spectrometer and for a 
given pulse envelope, as explained in the context of Equation 5.4. To ensure correct 
spectral interpretation of a recorded spectrum, one must also ensure the conditions, 
(i)  τt � 0 and (ii) δ ≈ τt 0  as explained in Chapter 5. (Here, Δt is the pulse spacing; 
δt is the pulse width; cτ = λR /0  is the characteristic spectrometer response time; and 
m is the order of superposition in the spectrometer with the step delay τ.)

In inhomogeneously broadened and partially inhomogeneously broadened gain 
characteristics (especially with very high-gain media), most of the allowed cavity 
frequency comb oscillate. The inherent tendency of such gain medium is to always 
run in all the allowed cavity modes to be able to provide the maximum possible 
energy in the output beam. For perfectly homogeneously broadened gain media, the 
general tendency of the cavity is to run in the central highest gain cavity mode with 
all the cavity energy going into this single highest-gain frequency. For such a gain 
medium, one needs to introduce some form of intracavity gain-flattening device to 
allow for the laser to oscillate in all the cavity-allowed frequency comb to initiate 
femtosecond intensity pulses. It is clear from the presence of the frequency comb in 
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the spectral data of Figure 7.3a,b,c that the respective cavity frequency combs have 
not interacted to create a mean Fourier-sum frequency. Is it then the property of a 
spectrometer to Fourier-decompose the pulse train to recover the cavity modes? That 
it is not possible, as has been established in the chapter on spectrometry.

For the spectra shown in Figure 7.3a,b,c, the corresponding spectrometer time 
constants cτ = λR /0:a,b,c a,b,c  were clearly much smaller than the spacing between 
the individual pulses ta,b,c  in the pulse train. They also matched the condition 
δ ≈ τta b c a b c( ), , 0 , ,  to obtain excellent overlap within the replicated pulse train out of 
each pulse to record such a well-resolved frequency comb. However, we cannot be 
sure that these conditions were met for the spectrum in Figure 7.3d, since the spec-
trum from this femto second Ti-sapphire laser does not show any comb-like peri-
odicity. However, this is a superbly well-phase-locked laser that was running with 
an excellent set of frequency combs, as would be evident from the discussions in 
connection with Figure 7.4 below.

We will now discuss the results of an experiment shown in Figure 7.4 [7.1, 7.10], 
which is probably the very first direct measuremnt of the collection of a phase-locked 
oscillatory E-vectors in a pulse in the optical doamin. It is unique becauase all nor-
mal photo detectors absorb light undergoing QM level transition and hence there 
has to be a match of the optical frequency with the transition energy, = νE hmn mn. 
But this experiment utilized the acceleration experienced by free photoelctrons just 
emitted with the help of a series of synchronous UV pulse and a Ti-sapphire pulse. 
The subfemtosecond UV pulse generates free photoelectrons at a time t and the peak 
of a Ti-sapphhire pulse is sent repeatedly with varying delay of τ to accelerate the 
photo electrons, which is measured to plot the curve in Figure 7.4b. All the in-phase 
comb frequencies, always present in all the pulses, providing the joint amplitude 
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FIGURE 7.4 The sketch in figure (a) shows the mathematical envelope function (dashed 
curve) implied by Eq.7.2 defines the time varying amplitude with a single E-vector oscil-
lating at a unique frequency given by Fourier theorem. Only a single major pulse out of 
an infinite train has been shown. The experimental plot of figure (b) demonstrates as if the 
mean Fourier frequency is the carrier frequency in a perfectly phase-locked 4.5fs pulse 
train. However, corresponding frequency-comb is not discernible in the spectrum (inset) 
(from Fig.12 in reference 7.1).
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stimulation to the photoelectrons, which then acquires the acceleration proportional 
to the square of the collective real fields [7.1], no quantum transition:
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The key point here again is the physical process. A free electron is capable of respond-
ing to the entire range of EM wave frequencies (here, the real frequency comb). It 
absorbs energy from the superposed fields proportional to the square of the resultant 
amplitude to acquire its excess kinetic energy. Thus, a free electron literally carries 
out almost instantaneous summation of all the simultaneous field-induced stimula-
tions, which mathematically resembles Fourier’s amplitude summation. Waves did 
not interact to generate their own summation. Superposition effect is always carried 
out by a detector that has broad response characteristics. It is a brilliant experimental 
implementation of measuring very-fast-resultant E-field summation. The free photo 
electrons are experiencing acceleration due to the sum of all the real E-vectors pres-
ent simultaneously. This is why the process is very fast and the Equation 7.4 takes 
direct square of sum of all the real field. It cannot be replaced by the square modulus 
of the sum of all the complex fields. The photo electrons are not undergoing any 
quantum transition; which has a slower response due to the a built-in time averaging 
process, discussed in Chapter 3.

This approach will also trace out the E-vector oscillation strength if there were 
only a single carrier frequency in the pulse, which could have been carried out by 
using an extra-cavity temporal clipping of single frequency CW laser. We have 
shown an experiment in Section 2.6.1 that a CW laser chopped externally has a 
single carrier frequency; it does not generate Fourier frequencies.

7.2.3  Why regular cW he-ne laSerS ShoW moDe-
lock-like pulSationS With a faSt Detector?

We present here a simple experiment to generate phase-lock-like behavior out of a 
CW He-Ne laser by using a fast photodetector. This is to underscore again that a fast 
photodetector with broad quantum absorption bands, can sum the joint stimulations 
due to all the E-vectors of the modes of a CW laser and generate mode-lock-like 
pulsed photo current if the phase stability between the modes last longer than the 
integration time of the phtodetector [1.24, 7.11, 7.12]. Figure 7.5a shows the spectrally 
resolved longitudinal modes of a He-Ne laser as displayed by an optical spectrum 
analyzer (OSR). The OSR is a scanning Fabry–Perot spectrometer. The individual 
output of spectral lines never showed any pulsations, while they were registered 
with a 500 MHz photodetector, one mode at a time, as they were filtered through 
the slowly scanning OSR. The result implies that the laser is running CW with three 
dominant modes and two weak modes under the 1.5 GHz Ne-gain envelope.

However, when the unfiltered laser beam was directly sent to a multi-GHz pho-
todetector and the signal was displayed by a 30 GHz sampling scope, the registered 
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signal showed the intensity envelope emulating the behavior of a phase-locked laser, 
as in Figure 7.5b, even though the laser was not pulsing. Figure 7.5c is a computer 
simulation of the resultant amplitude, which is the sum of the five modes shown in 
Figure 7.5a. When the output of the high-speed detector was analyzed by an elec-
tronic spectrum analyzer (ESA), one can identify the self-heterodyne signals (beat 
between all the individual modes), as shown in Figure 7.5d. This clearly corroborates 
the result of Figure 7.5a that the optical frequencies (modes) are oscillating indepen-
dent of each other and have not merged into a single mean frequency as predicted by 
Equation 7.2, or as the intensity trace of Figure 7.1b may imply. It is thus important 
to appreciate the physical inetraction processes and the characteristics behind the 
data-display processes before we can hypothesize the properties of light. The avove 
display was possible because the sampling scope and the ESA were electronically set 
for gathering less than 1 ms samples and then analyzing the averaged signal. He-Ne 
laser modes have very narrow linewidth and hence very long phase-steady behavior 
over periods of a msec.

Since the phase relations between the modes remain steady for the preset detec-
tor time constant, the collective dipolar amplitude undulations can be expressed by 
Equation 7.5, using χ as the first-order polarizability factor:
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Then, the temporal variation in the flow of the released photoelectrons, when nor-
malized, can be given by:

 
= = χ πδν πδνD t d t N N t t( ) ( ) ( / )[sin sin ]2 2 2 2 2  (7.6)
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FIGURE 7.5 Is this He-Ne laser mode locked? A multi-mode He-Ne laser (photo of modes 
in (a)), shows mode-lock-like pulses (photo in (b)), when the photo current from a fast detector 
is analyzed by a fast sampling scope. But the same current, when analyzed by an electronic 
spectrum analyzer, the display shows heterodyne spikes, equal to mode spacing, proving the 
independent existence of all the modes in the laser beam [7.11].
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With a fast oscilloscope trace, using an internal trigger signal to accept periodic cur-
rent, one will naturally observe phase-lock-like oscillation in the detector current, as 
is the case for Figure 7.5b. For a quantitative match, one needs to set N = 5 in Equation 
7.5 and adjust the amplitudes of the five modes as per the spectrum in Figure 7.5a.

The self-heterodyne lines of the laser beam of Figure 7.5d can also be appreciated 
by rederiving the detector current of Equation 7.6 in a different trigonometric form, 
as shown as Equation 7.7 (see also Equation 5.33 to 5.35). One can then separate the 
oscillatory term in Equation 7.7 from the DC term, as shown in Equation 7.8.
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It is the electronic design of an ESA to display the oscillatory current in terms of 
sum of harmonic terms, as in Equation 7.8. Again, the internal sampling time con-
stant must be set at about a millisecond or less. For N = 5, we should have four har-
monic lines with difference frequencies at δν, 2δν, 3δν, and 4δν, as can be seen in 
Figure 7.5d around the tall central zero frequency line [7.11, 7.12].

Careful attention to the experimental displays of Figure 7.5b,d, and the corre-
sponding explanatory Equation 7.6 and 7.8 reveal that detecting systems’ intrinsic 
time constants are critically important while analyzing the superposition effects. 
Without this knowledge, one can easily draw wrong physical conclusions. Ordinary 
laboratory He-Ne lasers are never mode locked, but their analysis by fast electronic 
systems may appear to be so (see Chapter 3).

7.2.3.1  Is Synthetic Mode Locking Possible?
Next, we present another experiment to test whether simple superposition of a set 
of periodically spaced frequencies with steady phase can automatically generate 
mode-lock pulses as Equation 7.2 predicts. Figure 7.6a shows the schematic dia-
gram of the experimental set up. With the help of an acousto-optic modulator, a 
single frequency (ν0) beam from an external cavity stabilized 780 nm diode laser 
is converted into three coherent beams of three frequencies ν ν ± δν( & )0 0  and 
then superposed into a single collinear beam. This collinear beam was then ana-
lyzed by a slowly scanning FP-OSR and displayed the three independent and CW 
spectral lines, similar to those shown in Figure 7.5(a). So, the E-vector frequency 
of the combined beam did not get converted into a single frequency due to phase-
locked amplitude interference. The beam was then analyzed to check whether it 
became pulsed like a mode-locked laser. The intensity envelope, as registered by 
a 25 GHz detector and then displayed by the 40 GHz high-speed sampling scope, 
is shown in Figure 7.6b. The trace of the oscillatory photocurrent does corre-
spond to a pulse train that would be generated by a three-mode, phase-locked 
laser. The analysis of the current from the high-speed detector by an electronic 
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spectrum analyzer displayed three heterodyne lines at δν and 2δν (not shown in 
Figure 7.6; but they were somewhat similar to those shown in Figure 7.5d). This 
corroborates that Fourier synthesis did not take place even though the high-speed 
detector current implies the collinear presence of three phase-steady frequen-
cies in a single beam, which was true! Thus, while a fast broadband detector can 
simulate the Fourier sum-driven intensity property, the spectral caharcateristics 
remain unaltered. Waves do not sum by temselves. Again, correctly mathemati-
cally modeling measured data without the detailed knowledge of the physical 
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FIGURE  7.6 (a) Shows experimental arrangement to generate three periodically spaced 
phase-steady frequencies (modes) from an external-cavity-stabilized single frequency 780 nm 
diode laser using an acousto-optic modulator. The beams are then collinearly superposed and 
analyzed for possible mode-lock behavior. (b) Displays the photoelectric current on a high–
speed sampling scope generated by a high–speed photodetector [7.11, 7.12].
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characteristics of the detector and analyzing electronic system, can mislead us 
into drawing wrong physical conclusions.

7.2.4  can autocorrelation Data unambiguouSly 
Determine the exiStence of ultraShort pulSeS?

Next, we present experimental results to demonstrate that a measured train of autocor-
relation spikes, which may imply the existence of a train of ultra-short pulses in a laser 
beam that may not necessarily represent the actual physical reality! The data shown 
in Figure 7.7 were generated using a Q-switched diode laser with a saturable absorber 
facet [7.12, 7.13], which was generating a steady train of 12 ps pulses at about a one 
microsecond interval. Figure 7.7a shows the time-averaged spectrum generated by a 
high-resolution grating spectrometer. There are some 32 modes present, and the spac-
ing is about 0.4839 nm or δν ≈ 200 GHz (199.74 GHz) at λ = 852.5 nm. The experi-
mental resolving power from the graph is clearly better (narrower) than 100 GHz. This 
is also supported by computation using the TF-FT corollary, δνδt ≈ 1. The pulse width 
of δt = 12 ps, derived by Lorentzian fitting from the measured autocorrelation trace of 
Figure 7.7b, implies that the individual spectral fringe width should be about δν = 83.3 
GHz, which is clearly smaller than 100 GHz, as previously observed. The cavity round 
trip time is 5 ps (1/200 GHz), which is less than half the Q-switched pulse width. So, 
the Q-switch pulse width had time to carry out a couple of reverberations and establish 
cavity longitudinal modes through stimulated emissions.

Let us now draw our attention to the 94 fs spikes riding on the autocorrelation trace 
of Figure 7.7b, which are located at exactly the interval of the cavity round trip delay. 
Do we really have fs mode locked pulses within each 12 ps Q-switched pulses? As per 
δνδt ≈ 1, the spectral line width corresponding to 94 fs pulses should be more than 
10,000 GHz. But the spectrum of Figure 7.7a shows that the individual line width to be 
less than 100 GHz! Of course, one may argue that the pedestal (lower envelope of the 
spectrum) of Figure 7.7a shows the spectral broadening due to the fs spikes, and it is not 
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FIGURE  7.7 Has this Q-switched 12 ps diode laser (with saturable absorber facet) pro-
duced 94 fs mode locked pulse train? (a) Time-averaged multi-mode optical spectrum. (b) 
Noncolinear 2nd harmonic autocorrelation trace with an apparent train of 94 fs pulses within 
the 12 ps Q-switched pulse. (c) Repeated mesurements of the central fs autocorrelation trace 
[7.11, 7.12].
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the spontaneous emission background. It is a difficult argument because the generation 
of a 12 ps short pulse out of a cavity of 5 ps round-trip time will always display strong 
spontaneous emissions, especially, when the diode is pumped by a short nanosecond 
current pulses with a kilo amperes peak value repeated at kHz.

The 94fs spikes are a product of the measurement process where the nonlinear sec-
ond harmonic energy conversion process is periodic due the periodicty of the visibility 
of two-beam fringes within the second harmonic crystal as the path delay in the auto-
correlator is scanned. The autocorrelator is like a two-beam scanning interferometer. 
As one introduces relative path delay, the fringe visibility within the noncolinear second 
harmonic-generating crystal oscillate. This is because the two-beam fringes due to all 
the different diode frequencies, spatially coincide periodically with the scanning path 
delay. People who are familiar with two-beam intererometry or holography using a CW 
multimode laser to achieve unit visibility fringes know the relative path delay must be 
set between the two beams exactly as nτ (integral multiple of cavity round trip time). In 
Figure 7.8b we show the computer plot of the two-beam fringe visibility, or the modulus 
of the autocorrelation function, using the longitudinal mode spectrum of Figure 7.7a 
(without the background pedestal). The amplitude of the second harmonic generation 
is proportional to the total intensity of the stimulating signal, and hence the sum of all 
the mode intensities. However, the local intensities of the fundamental signal due to this 
multimode diode beam oscillate periodically as the autocorrelator delay goes through 
nτ delays. The Figure 7.8b shows the fs spikes for convenience of visual comparison of 
the coincidences of locations with the autocorrelator path delays.

The key point of analyzing the data of a Q-switched short-pulse diode is that 
physical explanations of mathematically validated data need to be done with great 
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FIGURE 7.8 (a): Computer simulation of sharp but decaying fringe visibility due to super-
position of two replicated beams produced from a beam containing 32 independent frequen-
cies of Figure 7.7a. (b): Comparison of the measured autocorrelation intensity peaks of Figure 
7.7b with the computed autocorrelation intensity peaks.
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care, paying special attention to physical interaction processes buried in the instru-
mentations. The 94 fs autocorrelation spikes do not represent phase locking of the 
modes inside the diodes. We needed to utilize the knowledge of pulse spectral 
response function of a spectrometer, developed in Chapter 5, to fully appreciate the 
effect of fringe visibility in nonlinear autocorrelator signal due to an “incoherent” 
multi-frequency laser.

7.3  MODELING MODE LOCKING AS AN INTENSITY-
DEPENDENT TIME-GATING PROCESS

7.3.1  baSic backgrounD

We have established that interactions between phase-steady mode amplitudes do 
not create the pulse train out of a mode-locked laser, which is generally implied by 
the summation operation (Equation 7.2). The intensity-dependent intracavity phase 
locker (saturable absorber, Kerr lens modulator, etc.) becomes a time-gating device, 
resonant with the cavity round-trip period. The intrinsic material properties of phase 
lockers get transformed in their physical characteristics such that they open up the 
path to cavity feedback mechanism. The requirement for such transformation is pro-
portional to the effective local intensity, which they must generate for themselves by 
summing all the available broadband amplitude stimulations to experience the con-
sequent sharp intensity. Thus, coincidental in-phase spontaneous emissions hitting 
the mode locker trigger the initially weak feedback mechanism; which then itera-
tively cascades into stronger and stronger feedback signals through stimulated emis-
sions as the original weak feedback signals continue to circulate through the total 
cavity system. The degree of opening of the feedback gate is directly proportional to 
its square-law (intensity dependent) response to sum of all the in-phase wave ampli-
tudes. Hence, in-phase amplitudes intrinsically favor the opening of the phase-locker 
gate. Its broadband response capability, when reciprocated by the laser gain medium, 
maximizes the opening of its gate, and at the same time, its gating property also 
automatically becomes sharply periodic since the cavity can select only a periodic 
set of frequencies. Hence, the response of a phase locker to the square of the sum of 
all in-phase periodic frequency amplitudes makes it behave like a sharp time-gating 
clock in synchrony with the cavity round-trip time.

Recall the interdependence of the basic cavity mode spacing and the round-trip 
relations: δν = c/2L and τ = c L/2cav. . Obviously, the recycling time of the physi-
cal process behind the phase-locker function must be much shorter than the cavity 
round-trip time, τ τ�lckr. cav.. One can also realize that the wider the spontaneous 
emission bandwidth is of the lasing gain medium νspont., the larger will be the num-
ber of allowed oscillating modes, Δν/δν, and sharper will be the potential inten-
sity spikes due to the sum of all the in-phase modes. It is easy to recognize the 
basic competing requirements for the generation of ultra-short laser pulses using 
the mode locking technology. Besides the recycling time of the mode locker being 
τ τ�lckr. cav., we must also have the recycling time of the lasing molecules be shorter 
than the desired pulse width, τ ν < δt� (1 / )molc. spont. pls.. One can recognize that the 
Ti-sapphire crystal is one of the best lasing materials because it has very broad gain 
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bandwidth νspont. . But the spectroscopic property of Ti-atoms in sapphire crystal 
with large νspont. also automatically assures that the Ti-atoms will undergo very 
fast, ν1 / spont., recycle, get stimulated, contribute to stimulated emission, and then 
return again to the stimulated state. This is one of the most important requirements 
to obtain sufficient power per pulse out of an ultra-short laser-pulse-generating lasing 
medium. This is more so than the number of oscillating modes. Otherwise, the use 
of an intra-cavity spectral control device would have always significantly reduced 
the pulse power.

The amplitude stimulation of the phase locker can now be written as:
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Notice that χ for a material with a very broad frequency response to E-vector stimu-
lations most likely would not be a constant, and hence the mode-locker stimulation 
would not precisely emulate the periodic oscillatory function that one would expect 
from pure mode summation as in Equation 7.2. The complex behavior of the time-
gating function determines the precise shape of the output phase-locked pulses; it 
is not simply the square modulus of the sum of all the phase-locked cavity mode 
amplitudes. Then, the actual shape of the time-gating function that would be pre-
sented to the laser cavity mode amplitudes will have to be computed after separately 
measuring the values of χ(ν):
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We want to remark here that a saturable absorber functions as a quantum mechanical 
device. It absorbs energy from the EM wave field allowed by its quantum absorption 
band, becomes transparent, and relaxes back again to its original state of absorb-
ability to be recycled again. The process takes a finite time to go through these recy-
cling steps. In contrast, a Kerr medium exploits its inherently faster, bulk, classical, 
nonlinear susceptibility χ νK ( ) to become a Kerr lens, and open up the feedback 
mechanism as an intra-cavity spatial filter. Nonlinear processes are effectively mod-
eled by taking the appropriate power of the amplitude stimulation induced by the 
incident field. For the intensity-dependent Kerr effect, the Kerr time-gating function 
can be given by Equation 7.11, which, due to its classical nonlinear response charac-
teristics, has intrinsically much faster response time than the quantum mechanical 
saturable absorbers.
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Before we propose our modeling approach to phase-locked cavity pulsing, we need 
to define and justify the use of the starting wave packets.

7.3.2  moDel for SpontaneouS anD StimulateD photon

In Chapter 10 we will develop the model of a spontaneously emitted photon as a 
super-exponentially decaying pulse, a(t)exp(i2πνt) (see Figure  7.9), that evolves 
through diffractive spreading, as modeled by the Huygens–Fresnel diffraction inte-
gral. This is close to the classical model for a dipole radiator excited with a finite 
energy. We extend this concept that it is an excitation of the vacuum, which we 
define as a real physical Complex Tension Field (CTF), further developed in Chapter 
11. However, we believe that it cannot be a Fourier mode of the vacuum since such 
a mode mathematically exists in all space and time, which is not supported by the 
conservation of energy. The concept is otherwise congruent with the predictions of 
QM that spontaneous or stimulated emissions out of an atom, holding well-defined 
excitation energy Emn will generate a wave packet with a carrier frequency pre-
cisely defined by QM as =E hvmn mn. All lasing atoms and molecules are quantized 
devices. All their emission and absorption processes are discrete, and they must go 
through their quantum cycles taking a finite time. In fact, this cycling time of lasing 
atoms and molecules is a key parameter in choosing them for generating high-energy 
and ultra-short pulses. It is accepted that a laser oscillation starts from spontaneous 
emission, which is then amplified through stimulated emission using the cavity feed-
back mechanism.

7.3.3  moDeling the evolution of reSonant time-gating operation

Our proposal [7.4] is to start propagating several super-exponential pulses from ran-
dom positions (Figure 7.10) with different frequencies within the cavity ensuring the 
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  ∆Emn =hvmn

Envelope

Carrier
frequency vmn

FIGURE  7.9 Proposed classical model for photons generated through spontaneous and 
stimulated emissions. It is a super-exponential wave packet that conforms with most of the 
requirement of classical and quantum physics. (See Chapter 10.)
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randomness in their time tn of emissions, and randomness in their emitted phases 
m. Then, the starting light amplitudes that would stimulate the phase locker are 

assumed going to the right:

 
= − ⋅ πν −∑ +∑i t a t t i t tn m nn mm� ���( ) ( ) exp[ 2 ( ) ]1

 (7.12)

Amplitude stimulation of the phase locker will be given by Equation 7.12 multiplied 
by the first-order polarizability χ(ν) of the materials in the phase locker, when it is a 
traditional saturable absorber:

 = χ ν − ⋅ πν −∑ +∑d t a t t i t tn m nn mm( ) ( ) ( ) exp[ 2 ( ) ]1
 (7.13)

Then, the amplitude transparency of the saturable absorber to the intra-cavity field 
will be proportional to the energy it absorbs from the composite field, which is the 
square modulus of Equation 7.13
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For nonlinear devices like the Kerr lens modulator (KLM), the appropriate n-th 
order polarizability factor should be used in Equation 7.14 along with squaring the 
real part of the complex field, rather than the complex conjugate. This immediately 
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FIGURE 7.10 Proposed steps for modeling the evolution of pulsed cavity modes and reso-
nant time-gating operation of the phase locker. One needs to propagate super-exponential 
pulses starting with random spontaneous emission that is eventually dominated by wave 
packets due to stimulated emission. Resonant time-gating oscillation becomes automatically 
synchronous with the cavity round-trip time since the contrast of its gate opening (depth of 
amplitude modulation) is enhanced by the resultant intensity it experiences after each round 
trip due to steady increases in the number of in-phase stimulated emissions pulses.
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tells us why KLM is a far superior choice for generating fs pulses than satura-
ble absorber. A saturable absorber has to undergo a pair of time-taking quantum 
transitions (absorption/relaxation) before it returns to its cavity blocking state. 
(Recall the intrinsic time averaging required by quantum detectors developed in 
Chapter  3.) The classical nonlinear index changing property of KLM is almost 
instantaneous simply due to the presence of the composite field without the need 
of any time-consuming QM energy exchange process. Assuming that the gate is 
very close to the output mirror, the reentrant amplitude i t� ����( )2  is the first outgoing 
amplitude i t� ���( )1  of Equation 7.13 modulated by the time-gate function D t( )1 , which 
is then multiplied by T (twice multiplied by the amplitude transparency of the 
output mirror):

 
=i t i t D t T� ���� � ���( ) ( ) ( )2 1 1  (7.15)

This reentrant signal then triggers many in-phase stimulated pulses through its cav-
ity round-trip. Heuristically, we assume that the entrant signal got multiplied by the 
round-trip gain η i tg � ����( )2 . In reality, there is most likely a finite atto-second time delay 
between the stimulating pulse and the pulse emitted through stimulated emission 
as it constitutes a quantum compatibility sensing process, even though they are in 
phase. However, we are neglecting this subtle effect in this simple modeling. Then, 
the new outgoing amplitude, along with some more spontaneous emissions, is given 
by:

 
= η +∑i t i tg� ���� � ����( ) ( ) spontan. emsns.3 2

 (7.16)

The corresponding amplitude stimulation experienced by the saturable absorber is 
given by Equation 7.17. The consequent energy absorption is given by Equation 7.18, 
which is also the amplitude modulation factor for the outgoing signal.

 
= χd t i t� ����( ) ( )3 3  (7.17)
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The next reentrant amplitude through the time-gating device is then

 
=i t i t D t T� ���� � ����( ) ( ) ( )4 3 3  (7.19)

Such an iterative process should be continued until the steady dynamic state is 
achieved. We have not discussed in the previously shown modeling that all the i tn� ����( )

 and +i tn� �����( )1
 
should also accommodate Huygens–Fresnel diffraction integral to allow 

for the evolution of the spatial mode. However, the integral should propagate the 
evolving envelope of the photon wave packet, rather than the CW Fourier frequen-
cies obtainable from the Fourier transform of the envelope function (see Chapter 4 
and Equation 4.5). Thus, the exact quantitative modeling of the temporal evolution 
of phase-locked pulses out of a laser cavity is quite complex. Textbooks simplify our 
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lives by providing us with the various steady-state solutions, which is good enough 
for most engineering purposes. But a deeper understanding of the physical processes 
could open up concepts for new technological innovations. We believe that an ultra-
fast phase locker such as the Kerr cell would have been discovered a couple decades 
earlier had we accepted that modes do not sum to generate pulses. The extremely fast 
response of the Kerr cell was already known. But our engineering model to generate 
a short pulse remained as summing the cavity modes, rather than finding the fastest 
time-gating clock.
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8 Dispersion Phenomenon

8.1  INTRODUCTION

Basic optics texts have been using the phrase dispersion both in the context of 
material dispersion due to the frequency-dependent velocity of light in differ-
ent materials and the spectral dispersion (separation) of optical frequencies out 
of an incident beam into its component frequencies. Sometimes this dispersion 
is achieved by exploiting both the physical processes as in prism spectrometer. 
However, in many cases, they are very different as in a grating and in Fabry–
Perot spectrometers. This chapter will differentiate the physics behind these two 
dispersion processes and then elaborate on the roots behind material dispersion. 
However, the key purpose of this chapter is to underscore that the mathematical 
Fourier frequencies due to a pulse envelopes being nonphysical, their propaga-
tion can give nonphysical results. This can force us to create new nonexisting 
phenomena, even though mathematics models the measurable data correctly in 
many cases. This point has also been illustrated in the context of Chapter 5 on 
spectrometry. There, we saw that the time-integrated spectral response due to a 
pulse can be mathematically modeled to represent measurable data; however, this 
fails to provide a physical explanation for the time-evolving fringe width due to 
a pulse.

In Section 8.2 we explain the emergence of spectrometric dispersions with ref-
erence to the resolving powers [1.34, 2.10, 4.9, 8.1] for three representative spec-
trometers, which are still in use in most laboratories: (1) prism spectrometers, 
(2) Fabry–Perot spectrometers, and (3) grating spectrometers. Here, we explain their 
comparative relevancy and contrast with prism spectrometers. This is because grat-
ing and Fabry–Perot spectrometers function by replicating the incident light into a 
periodically delayed train of N pulses and then superposing them on a detector array 
to register frequency-dependent energy separation as the spectrum. This we have 
explained in Chapter 5. In contrast, a prism spectrometer separates the frequencies 
by directly sending them into separate physical directions, exploiting material dis-
persion or frequency-dependent refractive bending due to difference in velocities.

Then, in Section 8.3, we treat the classical concept of group velocity in detail to 
underscore that it is a nonphysical concept as it is based on the assumption that waves 
directly interact or interfere with each other to create light pulse, which ignores the 
NIW property we are underscoring in this book.
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8.2  CLASSIFYING SPECTRAL DISPERSION BASED ON 
PHYSICAL PROCESSES IN THE INSTRUMENTS

8.2.1  refractive DiSperSion of a priSm SpectrometerS 
anD itS reSolving poWer

A simplified conceptual prism spectroemetr, shown in Figure  8.1, is separating 
and directing the energies due to two different waves of two different frequencies 
into two spatially disctinctive spots. The energy separation takes palce because the 
two wavefronts corresponding to the two different frequencies emerge with phase-
matched wavefronts exhibiting effective tilts as they emerge out of the prism due to 
different velocities of the HF wavelets corresponding to the two different frequen-
cies within the material of the prism. HF principle also implies that wave propaga-
tion is a group phenomenon, the collective phase front determining the direction of 
the Poynting vector or the direction of propagation of the wave front. The resolving 
power R is given [1.34, 2.10, 4.9, 8.1] by Equation 8.1, where b is the base size for a 
typical equilateral prism base (not as shown in the figure below):

 R ≡ λ/δλ = b(dn/dλ) (8.1)

In a prism spectrometer, the spectral fringes are images of the input slit. Hence, 
they all are an effectively zero-delay location for each frequency. The single-slit 
diffraction effect arises due to the limiting aperture set by the prism. Accordingly, 
the characteristic spectrometer time constant for a prism is on the order of a femto-
second (λ / c) due to the first side lobe of the single-slit diffraction pattern. This might 
be considered as an advantage over a grating and a Fabry–Perto spectrometer, since 
they derive their resolving power dominantly based on the periodic temporal delay 
between the the replicated beam train. However, the typical resolving power of a 
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refractive index Focusing Lens 

Spectral Plane 

FIGURE 8.1 Appreciating basic material dispersion from the behavior of a prism. Huygens–
Fresnel wavelets corresponding to different frequencies travel at different velocities and hence 
get bent (refracted) by different amount and emerge with different tilts. When they are focused 
on a detector array, one registers different spots corresponding to different frequencies.
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conventional prism spectrometer is quite limited to around R 103= . This limit can 
be overcome by special prisms [8.2] that exploit propagational band gaps generated 
in modern nanophotonics-based structures.

8.2.2.  interferometric DiSperSion DiSplayeD by multibeam fabry–
perot interferometer anD itS reSolving poWer

A Fabry–Perot (FP) spectrometer generates multiple beams through multiple 
(repeated) reflections of the incident beam between a pair of highly reflective mirrors 
(functionally, a pair of beam splitters). To simplify discussions, let us assume that we 
have a pulse that is longer than the spectrometer time constant, R /0δ > τ = λt c so 
we can use the conventional CW expression for a an FP, as in Equation 8.2 (consult 
Equations 5.23 and 5.27 and discussions around Equations 5.31 and 5.32 in Section 
5.3 on FP).
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Note that the sharp, energy-varying FP fringe is due to superposition of in-phase 
multiple beams, where the peaks are located at ντ = m as an integer for a given fre-
quency ν. So the spectral dispersion, or resolving power, is driven by the frequency-
dependent phase variation. For a prism, it is the frequency-dependent velocity 
variation. However, when the FP is a solid etalon of refractive index n(ν) and thick-
ness d, then the periodic path delay, τ = νn d c2 / , also becomes material-dispersion 
dependent. Then, its resolving power depends upon both the material-dispersion and 
phase-delay variation. In Section 8.4.4 we describe such a case.

When one of the mirrors [Figure 8.2a] in an air-spaced FP is scanned or trans-
lated parallel to the stationary mirror to vary the delay τ, the transmitted energy 
recorded by a detector τD vlong pls ( , ).  will vary, giving maxima whenever the product 
vτ becomes an integral number. As the product vτ reaches the next integral number 
as τ is increased by λ/2 for a given v, the fringe’s due to the same frequency are 
repeated again, as in Figure 8.2d where the three He-Ne modes are repeated twice. 
The center-to-center separation between these repeated spectrums is called the free 
spectral range ν fsr  of the FP, or the fsr for short. Recognition of this point is impor-
tant to avoid overlapping of extended spectrum for a given plate separation. This can 
be appreciated from Equations 8.3, 8.4, and 8.5, starting with the order of superposi-
tion, ντ = m, and then setting Δ(m) = 1.

 Δ(ντ) = Δ(m) = 1 (8.3)

 
ν τ = ν = ν =d c c dfsr fsr fsr(2 / ) 1; /2  (8.4)

 ν τ = ν = = λd c dfsr fsr(2 / ) 1; / 2  (8.5)
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FIGURE 8.2 The ray-tracing for a basic FP spectrometer in fringe-mode is shown in 
(a). The corresponding fringes from a single mode laser are shown in the photo of (b). The 
sketch for a scanning FP is shown in (c) where one of the mirrors is moved (scanned) by 
some piezo-electric drive. As one of the mirrors is scanned through a distance of one wave-
length, one can record the repetition of the source spectrum twice. The photo in (d) shows 
the repeated three strong longitudinal modes, and one very weak one, from a He-Ne laser 
[5.8,7.12,8.3].
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The resolving power for an FP is also defined using an experimentally convenient 
heuristic criteria like that due to Rayleigh when visually it is obvious that there 
are two different fringes whose peaks are just separating from each other. We are 
underscoring this point because Rayleigh, or similar criterion [1.34, 4.9, 8.1], do not 
represent any fundamental natural limit of resolution of an instrument [5.18]. One 
can use the analytical expression for the fringe profile as its instrumental response 
function and then deconvolve it from the registered complex spectra. In fact, this 
point was discussed in Chapter 5 on spectrometry to underscore that the Fourier 
bandwidth product δνδt ≥ 1 does not represent any fundamental limit of resolving 
power. Either mathematical deconvolution or novel experimental techniques, such 
as heterodyne spectrometry, can be applied to overcome such perceived limita-
tions. The expression for the resolving power of an FP is given in terms of the 
order of interference m = 2d/λ and the FP finesses NFP , which is ideally a function 
of mirror reflectivity R. This is very similar to what has been derived by Born and 
Wolf [1.34]; we have replaced their factor 0.97 by unity. This makes the resolving 
power of a grating and an FP conceptually very similar R = mNFP . It is the total 
delay between the first and the last superposed wavefront in number of waves. As 
explained in Chapter 5, even though the theoretical number of a reflected beam is 
infinite for an FP, the series can be terminated by an effective number given by 
NFP  because the cumulative energy contributed by the rest of the reflected beams 
is negligible [1.19]:

 
/ / R / ; where, /(1 )λ δλ = ν δν ≡ = = τ λ = π −mN c N R RFP o FP  (8.5)

In a typical plane, parallel FP with d = 1 cm, giving m = 4.104 along with a finesse 
NFP = 100 (R ~ 98%.) for a 0.5 micron (green) wave, we will get a resolving power 
of R = 4.106. It is difficult to achieve the ideal finesse value (Equation 8.6) because 
of subtle plate imperfections and lack of maintaining absolute parallelism [8.3]. 
However, research laboratories using spherical FP and specialized super-polished 
mirrors and extremely high reflective coating, people have achieved finesse exceed-
ing 1000 [8.4]. The resolving power can be increased by increasing the order of 
superposition, m = 2d/λ, which increases the separation between the fringe centers 
corresponding to different optical frequencies. It can also be increased by sharp-
ening the fringe width by increasing the finesse number NFP (effective number 
of superposed beams). Figure 8.3 shows how the control of the number of sup-
posed beams sharpens the fringe width and consequently increases the resolving 
power [8.5].

8.2.3  Diffractive DiSperSion DiSplayeD by a 
grating anD itS reSolving poWer

The origin of diffractive dispersion or spectral resolving power, R = mN, for gratings 
is very similar to that due to an FP, discussed above and also in Chapter 5, where 
m is the order of diffraction and N is the total number of grating lines intercepted 
by the incident beam being analyzed. So, gratings also provide fringe sharpening 
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due to multiple beams that are superposed on the detector of a spectrometer. For 
most grating spectrometers, one uses m = 1, although a larger m is also used, as in 
Echelle gratings [1.34]. If a grating has 1000 lines/mm and one uses a light beam 
that covers the 50 mm width of the grating ( =N x5 104), then the resolving power is
R 5.104= =mN . This is typically an order of magnitude larger than that for a typi-
cal prism spectrometer. This is usually much smaller than what one can obtain with 
an FP spectrometer. For the sake of completeness, we are reproducing the grating 
formula for a pulse of width δt, which is longer than the spectrometer time constant

R /0δ > τ = λt c since it becomes identical in mathematical structure to classical CW 
derivation [see Equation 5.8]:
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8.3  PHYSICAL ORIGIN OF MATERIAL DISPERSION 
(FREQUENCY DEPENDENT VELOCITY)

Let us now review the origin of material dispersion, which is the frequency depen-
dent velocity of light in material media. Our prolonged experiences show that the 
velocity of EM waves at all frequencies travel at the velocity of =c 3.10 m/sec.8  
in free space or vacuum. Within a material medium, this velocity is reduced to 
v(ω) = c/n(ω), where n(ω) denotes the refractive index of the material at the opti-
cal frequency ω = 2πν. One can imagine that the free space constitutes a Complex 
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FIGURE  8.3 Computed plots in (a) and experimental data in (b) show the evolution of 
resolving power in a plane parallel Fabry Perot spectrometer as the number of superposed 
beams NFP and the order of superposition m = 2d/λ increase. The recorded experimental 
spectra was from a He – Ne laser running nominally in three modes. The beam number was 
physically controlled by using a tilted FP as shown in Figure 2.2.
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Tension Filed, or CTF (see Chapter 11), which sustains and facilitates the propa-
gation of EM waves at the velocity = ε µ−c ( / )0

1
0

1/2, where ε0 and μ0 are classically 
known as the dielectric permittivity and the magnetic permeability of free space, 
respectively. However, in Chapter 11 we have depicted ε−01 as the electric field ten-
sion of the CTF and µ0 as the magnetic field resitance that counters the excitation 
of the electric field tension. All material media consist of an assembly of atoms and/
or molecules, which are intrinsically electric dipoles. Atoms and molecules are built 
out of elementary particles, which themselves are built out of localized complex 
resonant undulations of the same CTF (Chapter 11). So the effect of the presence of 
an assembly of oscillatory material dipoles is to reduce the local vacuum electric 
tension ε−01 to an effective electric tension ε−1, which reduces the velocity of light. 
For a gaseous medium with multiple absorption bands identified by the suffix j, the 
relation is given by [8.1, 8.6]:
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In the above equation, χ is the linear susceptibility of the molecules to polariza-
tion (dipolar oscillation) by the incident wave of frequency ω; ω j  are the various 
quantum mechanical transition (absortion) frequencies of the molecules; m is the 
mass of the electron; −q is the electron charge and N is number of dispersion elec-
tron per unit volume; Γ j  is the strength of the damping force for the j-th oscilla-
tion (transition), and f j  is the fractional number of electrons per unit volume for 
the resonant frequency ω j . Usually, the real part of χ (nonabsortive component) 
is positive and hence the strength of electric tension field ε−1 inside a medium 
becomes less than that for the free space value ε−01, and the propagation velocity 
of light is automatically reduced due to reduced tension value that determines the 
velocity.

The refractive index of a material is defined as ≡ ε εn ( / )2
0 . The complex number 

in Equation 8.8 implies that there are absorprion around the resonant frequenies ω j . 
Then, from Equation 8.8, one can get:
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While this formulation gives excellent insight into the physical processes behind the 
origin of refractive index and hence the reduction in the effective electric tension field 
ε−1 inside a gaseous volume, a similar analytical derivation for liquids or solids is too 
complex. So, even in modern days, the dispersion relation of refractive indices for 
liquids and solids is usually carried out by empirical measurement methods, which 
are well represented by Sellmeier’s relation [2.4]:
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Here, ω j  are the resonance frequencies of the material and Bj  are the strengths 
of the corresponding resonances that can be determined only experimentally. 
For fused silica glass, the refractive index variation has also been established as 
[8.6, 8.7]:
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The Cn’s and l are constants, determined experimentally by Paek [8.7]; partial data 
are also available from ref. 8.6, p.80. The key point to appreciate here is that for 
dense materials, we still do not know how to derive the exact expression for the 
refractive index, even though we understand the elementary model to describe the 
essential physical picture.

8.4  DOES GROUP VELOCITY CORRECTLY DEPICT 
THE BROADENING OF PULSE PROPAGATING 
THROUGH A DISPERSIVE MEDIUM?

8.4.1  phaSe anD group velocity for tWo cW 
WaveS of Different frequencieS

Let us now review the elementary mathematical steps, standard in all textbooks, 
to revisit the physical concept behind the derivation of traditional group veloc-
ity [2.4, 2.10, 8.1, 8.6]. Suppose we have combined collinearly two CW, Gaussian, 
collimated laser beams of frequencies, ω = πν21,2 1,2. The velocity of each of the 
two waves, when present separately, will have a velocity in the medium given by

= ω = ν λ = ωk c nv ( / ) / ( )1,2 1,2 1,2 1,2 1,2 1,2 . According to the current view, the resultant 
waves can be regrouped (as if they are interacting by themselves) as the standard beat 
signal where the new carrier frequency is the mean of the sum of the individual fre-
quencies, ω = ω +ω( )/21 2  and the new wave number is the mean of the sum of the 
individual wave numbers = +k k k( )/21 2 . This carrier envelope now has a slowly 
varying cosine envelope function with a new effective frequency, which is the mean 
of the difference of the original two frequencies, ω = ω −ωd ( )/21 2 . Accordingly, the 
reduced wave number for this envelope is the mean of the difference of the original 
two wave numbers, = −dk k k( )/21 2 .

 = −ω + −ω = −ω − ωE t k x t k x t kx t dkx d t( ) cos( ) cos( ) 2cos( )cos( )1 1 2 2  (8.12)

where

 
ω ≡ ω +ω ≡ + ω ≡ ω −ω ≡ −k k k k k k( )/2; ( )/2; d ( )/2; d ( )/21 2 1 2 1 2 1 2  (8.13)

If this resultant collinear beam is propagating through a dispersive medium with 
frequency-dependent refractive index n(ω), then, through mathematical symmetry, 



137Dispersion Phenomenon

one can argue that the phase velocity, pv , of the new carrier frequency ω  and the 
group velocity, gv , of the envelope frequency should be given by

 
= ω = νλ = ω = ωk c n d dkph gv ( / ) / ( ); and v /.  (8.14)

The derivation of ≡ = ω = λk vphdx/dt v /.  can be obtained by finding out at 
what velocity the total phase factor kx − ωt = ϕ advances by 2π, or k(x + dx) − 
ω(t + dt) = ϕ + 2π. The group velocity = ωd dkgv /  is then derived by using simi-
lar arguments.

Using some elementary differential algebra [8.1], one can express the group veloc-
ity of the envelope gv  of the wave group, and the corresponding effective group 
index,ng, as

 
n dn d n c n dn dv = c ( ) ( / ) ;         / v ( ) ( / )g g g0 0

1
0 0[ ] [ ]λ − λ λ ≡ = λ − λ λ−

 (8.15)

The expressions are structured in terms of dn/dλ for the convenience of looking up 
its measured value for computational use in specific experiments. Historically, the 
material index variation data has been expressed in terms of dn/dλ. For accurate 
prediction of the broadening of a pulse propagating through a realistic dispersive 
medium, it is necessary to expand k(ω) or n(ω) into a Taylor series [8.6, p. 88] and 
incorporate higher-order terms like λd n d/2 2, which should be obvious from the 
empirically accurate expression (Equations 8.10 and 8.11) for the variation of refrac-
tive index in solid transparent media.

We have already presented several different experiments to establish that collin-
early superposed optical beams of different frequencies do not behave as presented 
by Equation 8.12 and Figure 8.4. Based on the NIW property, each photon wave 
packet continues to propagate with a velocity = ωc nphv /.  given by the dispersion 
relation Equation 8.10 or 8.11 and dictated by its own carrier frequency ω = 2πν, 
irrespective of whether they travel through common space or not (superposed or 
not). Then experiment in Section 2.6.1 demonstrates that a high-speed detector, 
having quantum mechanical broad absorption bands, and in conjunction with a 
high-speed electronic analyzer, can detect only heterodyne difference frequency
ν − ν( )1 2 , not the beat frequency (mean of the difference) ν − ν( )/21 2  as Equations 

8.12 and 8.13 imply. The experiment in Section 2.6.2 demonstrates that a resonant 
atom with a sharp quantum mechanical transition line, can only respond to the 
actual resonant frequency, but not to the new mean carrier frequency (mean of the 
sum in Equation 8.12), because it does not exist in reality. Chapter 3 should be 
reviewed to appreciate the roles of the intrinsic quantum mechanical time averag-
ing propensity of photodetectors and the time integrating roles of macro detection 
systems we connect to photodetectors to register the released photoelectrons after 
amplifications. Chapter 7 should be reviewed to appreciate that the in-phase laser 
modes do not regroup their amplitude envelopes as implied by Equation 8.12 and 
Equation 8.17 (see the following).
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8.4.2  phaSe anD group velocity for n-SuperpoSeD 
cW WaveS of perioDic frequencieS

This section develops another logical argument to establish that our traditional 
definition of group velocity is logically inconsistent with reality. Let us find the 
group velocity in the traditional way when we have a periodic array of phase-steady 
N-frequencies (frequency comb) as in an ideal mode-locked laser, where k and ω are 
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envelope and
the carrier
waves. 
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FIGURE 8.4 Existing assumption is that two collinearly superposed waves of angular fre-
quencies 1,2ω , as in (a) would form a new resultant wave with a new mean frequency ω  (high 
frequency in [b]) under a low-frequency dω envelope function. The mean high-frequency ω  
travels with the phase velocity, whereas the low-frequency dω envelope function travels with 
the group velocity v /= ωd dkg . Notice that the peak of the high-frequency wave changes in 
time with respect to the peak of the low-frequency envelope. This is all under the assump-
tion that waves have the capability to interact and regroup themselves, which contradicts our 
proposed NIW property.
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changing by units of dω and dk. Again, if we accept that wave amplitudes can be 
directly summed, then we have
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Then, the expression for the real part of the propagating wave pulses is
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We now have a very sharp envelope function, [sinNϕ/2] / [sinϕ/2], with an effec-
tive mean carrier frequency ω = 2πν. If we compare the above equation with the 
Equation 8.12, we can once again see that = ω kpv /  and = ωd dkgv / . The purpose 
of this generalization is to underscore the fallacy behind the classical assumption of 
defining group velocity under the assumption of sumability of wave amplitudes. If 
the total phase factor [(k + ndk)x − (ω + ndω)t] in Equation 8.16 becomes random 
due to an additional phase factor φ tn( ), as is normal for most natural sources, or as 
in any multimode CW laser, then E(t) will become time-varying random pulses. (We 
know, based on the analysis of CW He-Ne laser modes in Chapter 7, that the laser 
intensity does not become random; it stays steady.) The point is that the classical way 
of defining the group velocity for random pulses is not possible. If a theory is correct, 
then it should be valid for both periodic and a-periodic pulses equally well. The basic 
problem is that we have been neglecting the NIW property of waves in defining and 
deriving these classic relations, which does not exist in the real world.

When there are many real physical frequencies present in a light pulse, the enve-
lope function will be broadened while passing through a dispersive medium because 
each physical frequency will experience a different propagation delay, v = c/n(ν). We 
should remember to distinguish between the stretching of pulses due to diffractive 
propagation (see Figure 4.6) and due to material dispersion when multiple frequen-
cies are physically present in the pulse, as in the case of the frequency comb for 
mode-locked pulses.

8.4.3  appreciating the limitation of propagating fourier frequencieS 
of pulSeD light to preDict the final pulSe broaDening

To further appreciate the problems with the classical notion of wave–wave inter-
action, we will model in this section the propagation of an ideal array of rectan-
gular pulses with a 50% duty cycle through long lengths of single-mode fibers. 
Today’s tools in communication engineering are highly advanced. A high-speed 
modulator with proper electronics can easily generate close to ideal rectangular 
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pulses from a CW laser, as long as the individual pulses are multipicoseconds 
long. An experiment of this type has been described in Section 2.6.1 to demon-
strate that amplitude modulation does not create Fourier frequencies, normally 
derived by Fourier transforming the modulating amplitude envelope function (see 
Figure 8.5).

Let us assume that the rectangular pulses are of width τ0 with center-to-center 
spacing 2τ0. Let us also assume that the laser is highly stabilized and is oscillating in 
a single frequency ν0. Then the pulse train can be written as:

 ∑= δ − τπνb t a t e t mi t

m
( ) ( ) ( 2 )2

0
0  (8.18)

The shape of the pulse a(t) is rectangular for our case. Then the discrete and peri-
odic Fourier frequency amplitudes �b f( ) are given by Equation 8.19, where �a f( ) 
is the Fourier transform of the rectangular envelope, which is a sinc function and 

= τdf 1/2 0:

 
� �= δ ν −∑ πνb f a f e mdfi t

m( ) ( ) ( )2
0

0  (8.19)

Note that because of the 50% duty cycle of the pulses, all the even Fourier fre-
quencies due to the pulse train are cut off by the Fourier frequency envelope func-
tion. The series has been terminated at the 5th outer lobe with Fourier frequencies 
ν ± df110 , knowing that the envelope �a f( ) becomes negligibly small after this 

sinc2 envelope

vo

δvs=

(a)

(b)

τs
1

δvw=τw
1

v

FIGURE 8.5 The sketch in (a) depicts an ideal infinite train of rectangular pulses with 50% 
duty cycle. In (b) the plot for the mathematical Fourier intensity spectrum for the pulse train is 
given. It consists of a discrete set of frequencies dying out in intensity due to the sinc-squared 
envelope function [8.8].
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frequency. The approximation is that the cumulative energy contribution from the 
outlying frequencies is not very significant.
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Based on the rule of conservation of energy, care should be taken during computa-
tion to normalize coefficients ±b m  such that the sum total energy for all the accepted 
Fourier frequencies is unity, 12Σ =±b m .

Let us now propagate this pulse train through a long single-mode fiber [8.8] by 
propagating these 13 mathematical CW Fourier frequencies, as would be supported 
by currently accepted theory. To bring out the contradictions buried in classical 
assumption, let us choose a specific length of the fiber L0  such that the total phase 
delays for all the frequencies satisfy the modulo-2π phase-delay condition, where nm

is the refractive index for frequency fm:

 
π τ = π ν ± = πf mdf n L c qm m m m2 2 ( )( / ) 20 0  (8.21)

In other words, all the output Fourier frequencies, after propagating the length L0

will again emerge in-phase as they originally entered the fiber. The conceptual 
implication is that the shape and the width of the output pulses at the end of a fiber of 
length L0 (or its multiples) would be identical to those for the input pulses, as though 
the original pulse shape has been completely restored. Obviously, this contradicts 
our observed experience. Pulses always come out broader and broader as the length 
of the fiber is increased, which is at the root of the so-called bandwidth limit of fiber-
optic communication systems [2.4]. To dramatize the situation, we have computed 
the propagation of the Fourier frequencies through different length of a fiber and 
then obtained the intensity envelope at the other end of the fiber, shown in Figure 8.6 
[8.8].
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In the real world, pulses continuously broaden with the length of propagation 
in a fiber. Such is the analytical result when one propagates the infinite number of 
Fourier frequencies from a single pulse. An infinite number of frequencies can never 
allow a modulo-2π phase-delay condition within a finite length of the fiber. So, the 
inherent contradiction of the current dispersion theory based upon Fourier frequen-
cies has remained hidden. This is why we have chosen to use an infinite train of 
identical pulses to obtain a discrete set of Fourier frequencies and then dramatize the 
contradiction inherent in the fundamental concept behind propagating mathematical 
Fourier frequencies. Further, most of the time we record the time-integrated results 
of pulse propagation. Also, we have shown in Chapter 5 on spectrometry that time-
integrated data can corroborate time-frequency Fourier theorem.
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This traditional conceptual and mathematical approach has several built-in 
logical problems. First, mathematical Fourier frequencies exist in all space and 
time, which violates the principle of energy conservation and hence the concept 
is noncausal. Second, molecules in a bulk material respond to light in less than a 
femtosecond and are stimulated as linear dipoles at the carrier frequency of the 
pulse. Molecules do not possess the capacity to carry out the complex Fourier 
transform algorithm, which require reading the pulse envelope for its entire dura-
tion, storing the envelope information in its memory, and then carrying out the 
Fourier algorithm. Finally, the approach completely ignores the NIW property of 
waves in deriving the group velocity. Then, why is this approach so successful in 
so many fields? The author has been trying to answer this question in this book. 
Basically, our mathematics, fortuitously, obtain the correct expression in many 
cases to model the measurable data except for a detector constant, most of the time. 
When it does not match properly, we have been inventing ad hoc alternate hypoth-
eses and explanations to carry on with our daily routine, ignoring the fundamental 
questions.

Note further that even though the expression for the group velocity gv , and 
hence the group index ng , derived heuristically under the assumption that wave 
fields collaborate (interact) to regroup themselves, these expressions have become 
standard in modern physics. A careful scrutiny will reveal that gv  and ng are 
independent of pulse shape and pulse length. The implication is that the group 

(a) 0 to 1km (b) 30km

(c) 600km(d) 912km (also 1824km)

FIGURE 8.6 Pulse dispersion effects through a long fiber using Fourier frequencies of 
an infinite train of rectangular pulses (200 ps with 50% duty cycle). (a) Input pulses (small 
undulations are due to modeling that uses only 13 of the large number of Fourier frequen-
cies holding most of the energy). (b) Pulse distortion at 30 km; the pulse is almost split into 
two. (c) Pulse distortion at 600 km; notice that the main pulse is now much narrower than 
the input pulse! The peak energy is distributed in the secondary pulses. (d) Restoration of 
the original pulse shape after long propagation [8.8].
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velocity for a single femtosecond Gaussian pulse clipped out of a mode-locked 
pulse train would be the same as that for a hand-clipped 10-second triangular 
pulse out of a CW laser! However, we have already derived in Chapter 5 on spec-
trometry that the length of a pulse with respect to its characteristic response time 
τ0, determines the time-integrated spectral fringe width, which is distinctly dif-
ferent for pulses of different widths and of different shapes. If the pulse is longer 
than τ0 for a spectrometer, the fringe width does correspond to the traditional CW 
derivation!

Since propagation of light pulses follow the HF diffraction model, comparison of 
the periodically delayed arrival of N-pulses at different orders clearly gives us a bet-
ter physical picture behind the origin of diffractive pulse stretching (see Figure 5.2). 
Of course, when we have multiple carrier frequencies within a single pulse, as is 
the case for the frequency comb for a pulsed laser, it will display broadening due to 
real-material dispersion. If the set of frequencies has a periodic separation, as in the 
case just cited, one would be able to restore the pulse width under modulo-2π phase 
delay condition after propagating through L0-length in a fiber. However, one should 
note that the generation of the fundamental spatial mode in a single mode fiber 
takes a diffractive propagation over a finite length, and this diffraction will cause a 
finite pulse stretching, which cannot be eliminated. Further, in the real world, even 
well-stabilized laser lines have finite spectral width. This will also generate pulse 
broadening due to real material dispersion corresponding to the presence of all the 
physical frequencies.

8.4.4  a SoliD fabry–perot etalon to teSt the 
concept of group velocity

In the previous sections we have used the phase velocities (or regular refractive indi-
ces) for the mathematical Fourier frequencies due to a pulse train. In this section we 
compare the phase velocity for a CW wave with the group velocity of a single pulse, cut 
out from the same single frequency CW laser source. An external modulator generates 
the isolated pulses. The purpose is to test whether such a pulse propagates with the tra-
ditional group velocity or with the phase velocity determined by its carrier frequency. 
Let us use a solid, plane-parallel, Fabry–Perot etalon, with its material dispersive prop-
erty. We also assume that the diameter of the etalon is much wider than the diameter 
of the laser beam. This avoids any appreciable diffractive stretching of the pulse. The 
laser is precisely tunable to measure the free spectral range of the etalon based on the 
two different dispersive delays, phase and group velocities.

When one slowly tunes a single frequency CW laser, the transmitted energy 
will generate repeated peaks as shown in Figure 8.7. The peak-to-peak separation 
is defined as the free spectral range, ν fsr , given in terms of one round-trip delay, 
τ, determined by the etalon thickness d and the appropriate dispersive delay index 
nph. or ng  (rewritten using Equations 8.4 and 8.5):

 
ν = τ =

⋅ ⋅
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Our objective is to measure the differential difference between the two measured 
free spectral ranges, ∂ ν = ν − ν− −fsr fsr CW fsr pls( ) ., while it is running CW, and 
while isolated pulses are sent out. Note that an etalon has a characteristic time 
period τ = τ = τπ −N R R/(1 )0 . To maintain the validity of CW definition of ν fsr  
given by Equation 8.23, the width of the incident pulse should be wider than τ0  (see 
Chapter 5). Further, the separation between the consecutive input pulses must be 
kept longer than τ N0  to avoid overlap between consecutive pulse trains emerging 
out of the etalon.

 
∂ ν ≡ ν − ν = − = −− −

c

n d

c

n d

c

n d
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ph g ph
ph g( )

2 2 2
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. .
.  (8.24)

Let us consider a 1 cm silica etalon with measured finesse N = 150, which gives
τ0  = 10.444 ns for CW case. If we further consider λ = 1.55 μ, =nph 1.444388. , 

λ = − µ−dn d( / ) 0.01189888 1, then − =n nph g(1 / ) 0.0126078.  from Equation 8.15 and 
Reference 8.7. Further, the measurable differential change in the etalon free-spectral 
range is

 ∂ ν = MHzfsr( ) 130.932  (8.25)

Our prediction is that one will find ∂ ν fsr( ) to be zero within the measurement 
precision. Such an experiment would be able to help us appreciate that occasional 
claims of superluminal velocity of light pulses in the field of slow and fast light [8.9] 
are most likely due to use of mathematical Fourier frequencies in place of the carrier 
frequency and of group velocity in place of phase velocity. It could also be, probably, 

∆vfsr, cw

v

∆vfsr, pls

д(∆vfsr)

v

Laser Mod.

FP etalon

n

d

FIGURE 8.7 Measurement of the free spectral range of a solid Fabry–Perot etalon using a 
frequency-tunable CW laser that can also be modulated externally to generate isolated pulses. 
The idea is to test whether the free spectral range is determined by the phase velocity of the 
carrier frequency or the group velocity due to the Fourier frequencies.
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for lack of extremely narrow line laser to eliminate material dispersion due to the 
presence of real physical frequencies. Note that a precise determination of the tuned 
frequency for the laser used must be, at least, an order of magnitude better than the 
projected δ ν fsr( ) we want to measure. The treatment of an etalon based upon clas-
sical concept of dispersion can be found in [8.10].

The final point is that the pulse propagation theory needs to be redeveloped from 
the ground up by propagating the physical carrier frequencies in a wave while incor-
porating the Huygens–Fresnel’s diffraction principle whenever the wavefront is con-
strained by the material boundary, as in optical fibers. The group velocity relations 
derived using Equations 8.12 and 8.14 are mathematically correct, but they ignore the 
universal NIW property of waves. Wave amplitudes should not be summed to gener-
ate any new envelope function in the absence of an interacting (detecting) medium, 
as in an intracavity phase-locker, to generate phase-locked pulses out of lasers.
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9 Polarization Phenomenon

9.1  INTRODUCTION

Polarization is a complex phenomenon. Scientific reports on this phenomenon were 
being made as early as 1669 [9.1]. An early description of light as transverse (polar-
ized) waves was made by Young (1773–1829). The phenomenon was well observed 
and reported even before Maxwell’s wave equation (1864), which convincingly 
demonstrated that light waves constitute transverse oscillations of electric and 
magnetic fields. For a brief history, the reader should consult References [1.34, 
9.1–9.3]. Today, polarimetry [9.1] is an important scientific and technological field. 
Studies in polarization phenomena clearly indicate that it is the physical behav-
ior of material dipoles in various anisotropic crystalline media that dictate the 
observed results. However, we still consider that collinear superposition of phase-
steady orthogonally polarized light beams with a 90° phase difference can produce 
helically spinning electric vectors in free space. This concept contradicts the NIW 
property underscored throughout this book. We acknowledge that Maxwell’s wave 
equation accepts any linear superposition (combination) of harmonic waves as 
another possible solution of the equation. In Chapters 3 and 4, we have presented 
logical arguments that this mathematical superposition principle is actually fully 
congruent with the NIW property. The mathematical superposition principle does 
not represent physical interaction between waves and physical redistribution of 
energies of the fields. If we are to accept the NIW property, the two orthogonally 
polarized beams should continue to propagate collinearly while maintaining their 
independence from each other. However, we need to understand why the results of 
measurements for well over three centuries continue to support the model of ellipti-
cal polarization. Isotropic bulk material can support the propagation of multitudes 
of different EM waves of many different frequencies and polarizations through the 
same volume unperturbed by each other. Otherwise, we could not have been enjoy-
ing unperturbed natural scenery, illuminated by natural unpolarized (the presence 
of all polarized) light through thick glass windows and find them identical with 
those pictures of the same scenery taken by cameras from outdoor. Anisotropic 
media generally decomposes the incident unpolarized wave into its preferred pair 
of orthogonal oscillations, but, otherwise, they propagate independent of each 
other, collinearly, or in new directions. Of course, when an energy-absorbing 
material dipole is in an anisotropic environment, being constrained to oscillate in 
one preferred direction, its energy absorption will be given by the square modulus 
of the sum of all the resultant amplitude stimulations, which will be the sum of the 
vectorial projections of all possible E-vectors present in the beam. Thus, a polar-
ized molecule [9.3b], or a detector as a result of its material structure, or a sheet 
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polarizer in front of an isotropic detector, can also function as a tool to carry out 
physical superposition effects. Our traditional isotropic detector, by itself, cannot 
carry out such a function; it will absorb energy proportional to the sum of all the 
independent polarization intensities. We should refrain from assigning character-
istics of material dipoles to EM waves, just as we should refrain from assigning 
the quantumness of photo-electron-binding energy to photon wave packets. That 
the concept behind our ability to generate elliptically polarized light is not fully 
understood can be appreciated from the fact that the superposition of the same 
phase-coherent, perfectly orthogonally polarized light beams can never generate 
spatial fringes (see Figure 9.1, from References [1.49, 9.4]).

In this chapter we will model different ways of combining a pair of E-vectors 
from two phase-steady superposed beams, and compare them with observed results 
and our measured data. The analysis will show that the NIW property is the best 
postulate, based on our current state of knowledge. The discussions in this chapter 
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FIGURE 9.1 Noncollinear superposition of a pair of phase-steady orthogonally polarized 
beams on a CCD camera. The outer domain of the circular beam shows no superposition 
fringes (outside the rectangular polaroid). But placing a rectangular polaroid, bisecting the 
orthogonally polarized vectors in front of the CCD array, produces high-visibility fringes 
because the received light beams are now polarized parallel to each other. This demon-
strates that detecting dipoles cannot simultaneously respond to orthogonal polarizations 
[1.49, 9.4].
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will further elucidate that the measured energy distribution in detectors, which we 
mathematically characterize as the fringe visibility (or the degree of coherence), 
are not predetermined by the superposed fields, as has already been explained in 
Chapter 6. The incident waves provide the stimulations and the potential source 
of energy to be absorbed under the right conditions. How the detecting dipoles 
will respond to the joint stimulations is collectively determined by the vectorial 
characteristics of both the EM waves (E-vector, B-vector, and the Poynting vec-
tor) and those of the detecting dipole (their intrinsic and restricted vectorial dipole 
nature). Then, the absorption of energy from all the simultaneously present donor 
fields is further dictated by their restricted QM energy levels (or bands) and the 
corresponding allowed dipolar frequency responses. We need to keep on iteratively 
refining the visual picture behind these invisible but ontological physical interac-
tion processes to keep ourselves from accepting partially understood theories as 
final ones.

9.2  POLARIZATION INTERFEROMETRY: DO EM WAVE VECTORS 
SUM THEMSELVES OR DO THE DETECTING DIPOLES?

In previous chapters, we have explored the superposition effects of EM waves on 
detectors using only the scalar properties of the waves: the amplitude and the total 
phase 2πνt that incorporates the temporal frequency ν. Mathematically, we suc-
ceeded in ignoring the polarization parameter by assuming the superposed beams 
were polarized parallel to each other, and the detectors were isotropic. Here, we 
will show that a careful observation and analysis of superposition effects due to 
multiple superposed waves possessing different states of polarizations should help 
reveal whether fields sum themselves (interfere) or a stimulated dipole sum the joint 
stimulations to display the superposition effects.

9.2.1  generic fringe viSibility function for tWo-beam SuperpoSition

Let us develop our formulations for two collimated light beams with phase-steady 
oscillations. When the parameters of a light beam (frequency, polarization, ampli-
tude, and phase) vary with time, the detector is forced to record a time-average result 
based on its quantum mechanical intrinsic and overall circuit time constants, as 
explained in Chapters 3 and 6. If the detector’s response time is much faster than 
the rate of fluctuations of the composite field parameters, we will be able to record 
the time-varying visibility of the fringes. For example, if we use a picosecond streak 
camera and the field parameters are stationary for the duration of tens of picoseconds 
or longer, the camera will display fringes of time-varying visibility. But, if under the 
same conditions of field fluctuations, we use a detector and a recorder with response 
times in the nanosecond domain, the recorded fringe visibility will be poor or zero 
due to time integration.

The fringe visibility for generic two-beam superposition with different frequen-
cies and polarizations can be derived as follows, where χnˆ ’s are the first-order 
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unit dipole vector undulations χ ν χ πνa en n n
i tn( ) ˆ 2  induced by the electric vectors � �= πνE t a i tn n( ) exp[ 2 ]:
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The parameters in the last line of  Equation 9.1 are defined in Equation 9.2. The 
vectorial nature of the EM wave in 

�
an  has been transferred to χnˆ  as the unit vec-

tor to represent the vectorial direction of induced dipolar undulation. Note that the 
same detecting molecule (or an assembly of molecules) is under the joint influence 
of two dipolar stimulations χ aˆ 1 1 and χ aˆ 2 2 provided by the two incident waves

�
E tn ( ). 

But we do not really know how to visualize the exact physical process the dipoles 
are undergoing! If we assume that the parametric value χ ν = χn ( )  is a constant for 
the optical frequency range ν ν( , )1 2 , then only we can take χ out of the parenthesis. 
Then, χ appears as a mere detector constant. It creates the illusion of interference 
between waves. This point has been amply underscored in Chapter 3.

A camera with a signal integrating time much faster than the oscillatory hetero-
dyne fringe frequency δν = ν − ν( )1 2  will be able to register time-varying fringes for 
a given fixed delay τ of visibility:

 
= + χ ⋅χ = ≡ +V a a a a A a a2 cos [ ]; where: ˆ ˆ cos & [ ]1 2 1

2
2
2

1 2 1
2

2
2  (9.2)

Note again that the key to the visibility variation with φ has been carried out by the 
dipoles as a vectorial mathematical “projection” operation given by χ ⋅χˆ ˆ1 2 . It cannot 
be carried out as 

� �
⋅E t E t( ) ( )1 2  by superposed linear waves. They do not interact. If 

the two beams of Equation 9.1 carry the same frequency, then the detected fringes 
are time independent. A slow detector, when τ is scanned, will register fringes as

 τ = χ + πντD A V( ) [1 cos2 ]2  (9.3)

Figure 9.1 shows a two-beam fringe visibility record with two discrete variations in 
the angle between the superposed beams for φ = π/2 by design of the interferometer 
and for φ = 0 by virtue of a 45° polarizer in front of the detector.

9.2.2  light–matter interactionS for Different polarizationS

In Chapter 3 we have underscored how the boundary molecules of a beam splitter can 
play active role in redirecting the energy from one beam to the other if the Poynting 
vectors are collinear. Polarization of reflected light by the boundary surface and the 
related Brewster angle also indicates that even the dipolar oscillations (responses) of 
boundary molecules, in otherwise isotropic media, are constrained in their dipolar 
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undulations by the abrupt physical changes in the boundary layers of media. They 
oscillate in two orthogonal directions defined by the parallel and perpendicular direc-
tions with respect to the plane of incidence of the beam. This is well developed by 
classical electromagnetism, but not always emphasized explicitly.

Why does fringe visibility decrease monotonically as cosφ goes to zero for 90° 
even when the relative phase relation between the incident light beams remain steady? 
If we accept the traditional assumption of “light beams interfere,” then we also need 
to hypothesize that the polarized light beams are capable of figuring out how to dis-
tribute their fringe energy based upon the orientation of their E-vectors, independent 
of their absolute spatial orientations in the isotropic free space. In reality, it is this 
property of material dipoles to take the cosφ projection of a stimulating E-vector 
that is at the root of all polarization phenomena. However, they manifest differently 
in different situations, especially when there are multiple phase-steady beams pres-
ent simultaneously. Malus’ law of energy transmittance by a polarizing crystal for a 
single beam proportional to polcos2

.  arises due to polcos .  amplitude projection of 
the stimulating E-vector along the axis of vibration allowed by the polarizing crystal 
(or a polarizer plate). We will see throughout this chapter that all variations of the 
basic polarization phenomenon work because the polarized waves follow the univer-
sal NIW property, and they do not interact by themselves. Material dipoles whether in 
a transmitting medium, on a reflecting surface, or in a detector, take the appropriate 
projections of all the stimulating E-vectors and then processes the energy based on 
the resultant total amplitude stimulation they experience. When the two E-vectors are 
orthogonal to each other, even an isotropic dipole, by definition of the word dipole, 
cannot simultaneously execute oscillations in two orthogonal directions. Hence, they 
cannot sum two simultaneous stimulations due to two orthogonal E-vectors, and 
Equation 9.1 models the superposition effect correctly [1.49, 9.4].

9.2.3  Different poSSible moDelS for e-vector–Dipole reSponSe for 
SuperpoSition of tWo beamS With Same optical frequency

Let us now consider four models to find out the correct model for the behavior of 
polarized waves and detectors [9.4]. Case 1: Light beams sum themselves (interfere). 
Superposed E-vectors create a resultant E-vector before interacting with material 
dipoles. Case 2: Material dipoles are first polarized by the strongest E-vector even 
in an isotropic medium. Then the projection of the other E-vectors is taken along 
this “polarized” direction for joint stimulations. Case 3: Material dipoles take the 
vectorial projection of all the stimulating E-vectors. This is our NIW property-based 
approach. Case 4: Detecting dipoles, constrained in an anisotropic medium, take 
vectorial projection of all E-vectors along this constrained direction.

Case 1. Light beams sum themselves (interfere)

The resultant field vector length and the complex amplitude can be expressed as (see 
Figure 9.2)
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Here aresˆ  is a unit vector along the resultant vector 
�
ares. The angles α and β are made 

by the vectors 
�
a1 and 

�
a2  with the resultant vector 

�
ares. Let us assume that the detect-

ing molecules are isotropic and the resultant E-vector 
�
ares  dictates the direction 

of dipole stimulation. The light-detecting molecules are now undulating along the 
direction 

�
ares  represented by the unit susceptibility vector χrˆ . The detected intensity 

variation by changing the relative path (phase) delay τ between the two superposed 
beams can now be given by
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The visibility is now given by

 = α β α + β ≡V a a a aI 2 cos cos / [ cos cos ] 11 2 1
2 2

2
2 2  (9.6)

Unlike for the case of Equations 9.2 and 9.3, the fringe visibility is always unity 
due to the trigonometric condition imposed by the construction of 

�
ares  by vectorial 

addition of 
�
a1 and 

�
a2 . Experimental observations do not support this mathematical 

model. Consistent production of unit visibility fringes, even while the amplitudes 
are different and the E-vector angles are changing, is logically inconsistent with 
all observations. Further, we know from basic experiments (Figure 9.1) that when 
the two E-vectors are orthogonal to each other, = α +β = 900, even phase-steady 
beams produce zero visibility fringes (no superposition effects observable). Since 
neither α nor β can ever be independently 90°, the visibility in Equation 9.6 can never 
be zero. Hence, this model of “light beams interact (interfere) to form a resultant 
E-vector” can be safely rejected. This is another round-about way of validating the 
NIW property for EM waves.

ares.

a2

a1

θ2
θ1

α

β

FIGURE  9.2 Case 1. Light beams interfere by themselves. The two superposed beams 
with two different electric vector orientations are considered. First, a resultant E-vector is 
constructed by the two fields by themselves in the free space before they interact with any 
materials.
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Case 2. Material dipoles are first polarized by the strongest E-vector

Here, also, we start with the assumption that our detecting molecules are isotro-
pic and can respond to all E-vectors oriented in any and all directions but are 
overridden by the strongest E-vector (see Figure 9.3). This model implies that the 
detecting molecule first gets polarized by the stronger E-vector 

�
a2 with corre-

sponding stimulated amplitude in the direction χχ aˆ 2 2  along the original vectorial 
direction of 

�
a2. The polarized and undulating molecule then takes a projection 

of the E-vector 
�
a1 along its existing undulating direction χ̂2  with a strength of 

χχ aˆ cos2 1 . Then the rate of energy absorption by the assembly of the detecting 
molecules will vary with the delay τ as
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where,

 
= +V a a a aII 2 cos [ cos ]1 2 1

2
2
2 2  (9.8)

Notice that the visibility relations given by Equation 9.2 and Equation 9.8 are identi-
cal in the numerator, but their denominators are different. In this case, the qualitative 
observation that the fringe visibility reduces with the angle φ between the super-
posed E-vectors appears to be logically consistent. However, the rate of reduction 
in the visibility, especially for low values of φ , is much slower than the following 
Case 3, which corresponds to our NIW property.
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FIGURE  9.3 Case 2. Material dipoles are first polarized by the strongest E-vector, as 
shown in (a). The polarized material dipoles then take the projections of the weaker E-vectors 
to create the resultant response. Curves in (b) show variation of the visibility with φ for three 
conditions =a a/ 0.9, 0.5, and 0.21

2
2
2 .
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Case 3.  Material dipoles take the vectorial projection of all the stimulating 
E-vectors

The detecting dipoles are in an isotropic medium, as is normal with current com-
mercial detectors. The detecting dipoles experience a joint oscillation provided 
by the simultaneous stimulations due to the two E-vectors. Here, the absolute 
orientations of the E-vectors with reference to the isotropic detector are irrelevant. 
Only the angular orientation between the E-vectors is perceived by the dipoles. 
The detecting dipoles themselves take the vector sum of the two amplitude stimu-
lations and absorb energy according to the QM recipe of square modulus of the 
effective total amplitude stimulations. The relevant equations for this model are 
essentially same as those in Equations 9.3 and 9.2 (we are considering here the 
same frequency).
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where,
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Figure 9.4a shows the incident stimulating E-vectors. Figure 9.4b shows the theo-
retical plots corresponding to three different values for a a/1

2
2
2  as 0.9, 0.5, and 0.2. 

Figure 9.4c shows a set of experimental plots for ≈a a/ 0.91
2

2
2 . Figure 9.4d is for 

convenience of comparison with Case 2. Note that for =a a/ 0.91
2

2
2 , the visibility 

curve for Case 2 falls off much slower than that for Case 3 for low values of φ. 
Also, for =a a/ 0.21

2
2
2 , Case 2 visibility starts at a much lower value than for Case 

3 for low values of φ; this is because of the factor a cos2
2 2  in the denominator 

of VII . So, the model of Case 3 is more realistic compared to those for Case 1 and 
Case 2.

Case 4.  Detecting dipoles, constrained in an anisotropic medium, takes vecto-
rial projection of E-vectors along its constrained direction

Now, let us assume that we have an anisotropic crystalline detector where 
the detecting molecules are enforced to undulate only in the preferred direc-
tion 

�
p  that makes angles α and β with the two E-vectors along 

�
a1  and 

�
a2 , 

respectively (see Figure  9.5). Then the stimulating amplitudes that will be 
experienced by the anisotropic molecule, by Malus’ law for amplitude pro-
jection, are χ αapˆ cos1  and χ βapˆ cos2 . Consideration of this model is relevant 
because of the advent of crystalline nanophotonic and photo-EMF detectors 
with physically constrained modes of dipolar undulations [9.5] within the 
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detecting substrate. Then the intensity registered by this anisotropic detector 
will be

 

τ = χχ α + β
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The visibility is now given by

 
≡ α β α + βV a a a aIV 2 cos cos [ cos cos ]1 2 1

2 2
2
2 2  (9.12)

This visibility VIV  of Equation 9.12 is plotted in Figure 9.5b, and Figure 9.5c shows 
experimental data for ≈a a/ 0.91

2
2
2 . The sketch in Figure 9.5d is a reproduction of 

Figure 9.2 because the corresponding visibilities, VI  of Equation 9.6 and VIV , just 
shown, are identical in mathematical structure, yet, they are profoundly different. 
For VI , the angles α and β are determined by the geometry of the vectorial sum-
mation of 

�
a1 and 

�
a2, and the consequent geometrical constraints dictate ≡VI 1. For 

this case, keeping the angle between the E-vectors φ fixed and orienting 
�
a1  and �

a2 in space (with respect to X-Y coordinates) would not change α and β. However, 
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FIGURE 9.4 Case 3. Electric vectors remain independent. Dipoles take the vector sum of 
the joint stimulations. (a) Shows a pair of E-vectors with the angular separation φ. (b) Shows 
plots for VIII  for three different cases of relative irradiance strengths =a a and/ 0.9, 0.5, 0.21

2
2
2 . 

A set of experimental plots are shown in (c) for ≈a a/ 0.91
2

2
2 . The plot (d), above (c) is for com-

parison. The fall of visibility for VIII  is faster compared to that for VII , especially for small 
values of φ [9.3].
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for VIV , keeping φ fixed and orienting 
�
a1 and 

�
a2  in space will change the values of 

angles α and β because the crystal axis 
�
p is predetermined in the coordinate sys-

tem. Since we did not have any crystalline-polarized detector, we have simulated 
the case by inserting a sheet polarizer in front of an ordinary isotropic detector, 
which was a CCD camera with A/D conversion software to measure fringe visibility. 
(Maintaining precision in data gathering was difficult due to intensity fluctuation in 
the source He-Ne laser.)

(a) (b) 

(e) 

(d) (c)
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 ^
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FIGURE 9.5 Case-IV. Detecting dipoles are embedded in a crystalline medium and forced 
to oscillate along the preferred axis of the crystal. The corresponding visibility plots are 
shown in (b). One set of experimental data for ≈a a/ 0.91

2
2
2  is shown in (c). Note that for this 

experiment we have used a regular isotropic detector preceded by a sheet polaroid to simulate 
the effect of a polarized crystal detector. The diagram, in (d) is shown for comparison with 
the Case 1 because of the identical structure of geometry, but with a fundamental difference 
in mathematical conditions: For Case 4, the visibility varies; but for Case 1, the visibility is 
always an unphysical unity [9.4] (e) A crystalline photo detector with polarizing axis can gen-
erate unit visibility fringes due to superposition of two polarized beams with unequal ampli-
tudes. The detecting molecules will be stimulated by the two equal projected-amplitudes out 
of the two incident unequal polarizing E-vector amplitudes. 
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To underscore our point that a detector determines the measurable fringe visibility, 
we depict a case of two polarized light beams of unequal amplitudes and of distinctly 
different orientations with respect to the intrinsic polarizing axis of an anisotropic 
detector (see Figure 9.5e). The case can be simulated by using a sheet polarizer in front 
of an isotropic detector. The detecting molecules will be stimulated by two collinear 
amplitudes of equal strength. When the relative phase between the two beams changes, 
the registered fringes will be of unit visibility. Once again, we cannot assign the “coher-
ence” properties on light beams. It is the correlated response of a detector due to its 
intrinsic physical properties that determines the measurable fringe visibility.

9.3  COMPLEXITY OF INTERFEROMETRY WITH POLARIZED 
LIGHT; EVEN A FIXED POLARIZER CAN MODULATE LIGHT

In Section 3.3 we have discussed the role of the molecules of a dielectric bound-
ary layer of a beam combiner. An otherwise passive surface can play the role of 
actively redirecting energy preferentially in one direction over the other. We also 
know from classical electromagnetism that an arbitrarily polarized beam, on reflec-
tion from any material surface, always breaks up into two orthogonally polarized 
beams, albeit with their Poynting vectors remaining collinear, obeying the law of 
reflection (see Figure 3.6). In fact, this property is routinely exploited to generate a 
circularly polarized light beam by using two consecutive internal reflections within 
a Fresnel rhomb made of glass. The incident beam at the entry is usually set for a 45° 
polarized angle with respect to the plane of incidence; otherwise, the two decom-
posed reflected polarized beams will be of unequal amplitudes. The two internal 
reflections produce a total of π/2 phase shift between the two orthogonally polarized 
beams with π/4 phase shift in the two steps. Hence, formulating the expression for 
fringe visibility with two different polarized beams combined by a beam splitter 
is a bit tricky. The transmitted beam will always preserve its state of polarization. 
However, the reflected beam will be decomposed into two orthogonally polarized 
beams whenever its orientation is other than vertical or horizontal. Thus, the output 
beams from a beam combiner out of a two-beam interferometer would generally 
consist of three beams with two different polarizations. Of course, the best strategy 
to avoid this complexity is to take rigorous precautions to set the state of polarization 
of the incident beam to be vertical to the plane of incidence of the beam splitters.

Let us briefly recall the discussion in Section 3.3 (below Equation 3.36), related 
to our assertion that indivisible single photon interference out of a two-beam inter-
ferometer (arranged collinear Poynting vectors) is unattainable in a causal uni-
verse (except in microcavities). This is because the EM waves from both sides must 
be simultaneously present for the superposition effect to materialize under this 
condition of collinear Poynting vectors. The discussion that all reflected beams 
get resolved into two orthogonal beams adds further complexity to the claim of 
indivisible single photon interference. It is almost impossible to achieve abso-
lutely perfect parallelism between the pair of beam splitters along with sending 
the incident beam with perfectly vertically polarized state of polarization. So, the 
photoelectron-counting statistics generated by the output beams from such inter-
ferometers (with Poynting vectors collinear) is usually more complex than a simple 
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two-beam superposition effect. If the E-vectors are vertical but the Poynting vec-
tors are noncollinear, then one generates spatial fringes on an external screen. In 
this case, one needs to use an array of photoelectron counting devices with identical 
quantum emission properties. From the standpoint of classical interferometry, the 
best strategy would be to use a vertically polarized input beam and set a vertical 
analyzer just before the detector to correct for minor misalignments. However, then 
the analysis must incorporate the separate effects of this analyzer on the photoelec-
tron statistics.

Let us now consider a case very much like the MZ interferometer that we started 
out with in this chapter (Figure 9.1). There, the two output beams were polarized 
orthogonally and emerged noncollinearly. Orthogonal polarization produced no 
spatial fringes except behind an analyzer bisecting the incident orthogonal polar-
izations. Here, we are considering the situation with collinear Poynting vectors 
for the emergent orthogonally polarized beams. The emergent beams being col-
linear and orthogonally polarized, there would be no trace of fringes, even when 
one of the mirrors is scanned. However, if one inserts a polarizer with its axis 
making angles with the orthogonal output axes, as in Figure 9.6b, one can register 

(a)

M1

M2BS

BCP2

P1

A
D

PZT

(b) (c)

aref.

atrns.

α
β

Polarizer
orientation

FIGURE  9.6 Collinear superposition of a pair of phase-steady orthogonally polarized 
beams on a detector covered by a rotatable sheet-polarizer (analyzer). One of the interferom-
eter mirrors is scanned. The electric signal on a scope gives cosine fringes with the polarizer 
stationary. In the absence of the plastic analyzer, the intensity remains steady [9.4]. The polar-
izer acts as a phase-sensitive energy transmitter.
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temporally oscillating cosine fringes on a scope, as shown in Figure 9.6c, when 
one of the mirrors is scanned. This is because the stretched organic molecules in 
a polarizer absorbs (or transmits) energy as per Equation 9.11. The expression for 
the visibility is identical to VIV  of Equation 9.12. The physical situation between a 
crystalline (polarized) detector and an isotropic detector preceded by a polarizer 
are functionally indistinguishable by our mathematical approach. Now, one should 
be alert that a stationary polarizer can introduce excess intensity fluctuations in a 
transmitted beam if the incident beam consist of highly collimated photon wave 
packets of unpolarized spontaneous emissions with random phases from a very 
narrow band thermal source (like a Cd-red line), or from a star when spectrally 
filtered as a narrow band.

9.4  CAN ORTHOGONAL BEAMS COMBINE TO MAKE A 
POLARIZED E-VECTOR IF THE NIW PROPERTY IS VALID?

We have mentioned in the introduction that the NIW property contradicts the 
production of elliptically polarized light in the laboratory. But, every textbook 
presents it as the reality. Can one resolve the conceptual contradiction? We 
believe that it is simply a misinterpretation arising out of our prevailing accep-
tance that waves interact (interfere). Just like we have been missing the correct 
interpretation that Maxwell’s wave equation and Huygens–Fresnel’s diffraction 
integral work because of the NIW property; similarly, the prevailing Jones’ 
matrix method, which is consistently correct in predicting the measurable data, 
actually works because of its built-in acceptance of the NIW property. Let us 
look at the basic structure of the Jones’ vector [9.1, 9.5]. The emergent state of 
polarization of an electric vector 

�
′E  due to propagation of an incident vector 

�
E  

would be expressed using the Jones’ matrix method as 
� ��
′ =E JE , which, in matrix 

form, can be written as
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 (9.13)

The corresponding algebraic expressions for the two orthogonal amplitudes emer-
gent out of the polarizing component are given by:

 
′ = + ′ = +E J E J E E J E J Ex xx x xy y y yx x yy y;

 (9.13a)

It is critically important to appreciate that the energy in the input and output beams 
are given by

 
= + = ′ + ′ ≠ ′ + ′D E E D E E D E Einput x y output x y output x y; . Note:2 2 2 2 2

 (9.14)
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The rigorous expression for the intensity registered by an isotropic detector would 
be:

 
= χχ ′ + χχ ′ = χ ′ + ′  χ ⋅χ = 

= χ + + + 
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This vectorial or matrix method clearly underscores that each orthogonal compo-
nent is propagating independent of the other all the way through an optical train. 
Or, in other words, working mathematical rules of Jones’ matrix have been struc-
tured to match the measurable data in such way as to indicate that the orthogonal 
wave components continue to propagate independent of each other. When one of 
the polarized components is broken up into two new orthogonal components by an 
optical element, the multiple parallel component vector-amplitudes are added sepa-
rately, and then the energy is calculated by summing the energy due to each resultant 
orthogonal components. This is a physical process and is carried out by the assembly 
of molecules in the optical components, which is accommodated by the matrix ele-
ments Jmn  reflecting the properties of the molecules of the optical components, not 
of the EM waves. The hypothesis that detectors cannot simultaneously respond to the 
orthogonal stimulations is also preserved.

Note that we successfully propagate light through all optical components using 
the [J]-matrix based on an orthogonal axis system defined by the plane of incidence 
on each separate optical component. While the triad 

� �
E B, , and Poynting vector 

defines the direction of the wavefront, without the cooperation of the extended opti-
cal surface to help the Poynting vector define the plane of incidence, the [J]-matrix 
method could not have been successful. Our point is that if photons were really 
noninteracting indivisible bosons, they could not have cooperated with an extended 
optically polished surface to define the plane of incidence. In fact, when the optical 
surface is not flat to within a small fraction of the wavelength of the light, the waves 
get scattered. They cannot anymore follow Snell’s laws of reflection and refraction 
meant for polished surfaces.

A so-called generic elliptically polarized beam is expressed as a pair of orthogo-
nal coherent column vector with a phase difference of π/2:
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The detected energy is always found to be

 = +D E Eelip x y.
2 2  (9.17)

This clearly validates our view that πνE i tx exp( 2 )0  and πν − πE i ty exp (2 /2)0  are two 
independent copropagating waves, each carrying its own energy unperturbed by the 
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presence of the other, at least as far as our current understanding of detection physics 
and technology are concerned. In standard texts, the equation for the polarization 
ellipse is derived through algebraic manipulations of the x- and the y-components of 
the E-vectors while eliminating the harmonically oscillating time factor [9.1, p. 54]:
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 (9.18)

However, the correct algebraic derivation of an equation for an ellipse does not cor-
roborate the physical process that the orthogonally polarized E-vectors have actu-
ally interacted to become a helically oscillating one. If, according to Equation 9.18, 
the “tip” of the E-vector were really helically tracing out an ellipse, then the instan-
taneous intensity should have been changing during every cycle of light propaga-
tion, but the energy remains constant and is correctly given by the mathematical 
relation in Equation 9.17. Besides, Equation 9.18 does not contain any time-evolving 
parameter!
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10 A Causal Photon 
without Duality

10.1  INTRODUCTION

Why try to introduce a semiclassical photon model when the concept of photons 
as indivisible energy quanta has been accepted as the right explanation for over a 
century? And, when it comes to superposition effects, the epistemology of wave–
particle duality is supposed to have eliminated any dichotomy one may encoun-
ter in measurements [10.1, 10.2]. Further, the resolution is based on the hypothesis, 
“Each photon then interferes only with itself” [1.37, p. 9]. However, it is logically 
inconsistent to assume that a stable elementary particle can manifest the novel physi-
cal property of making itself appear or disappear from precisely defined physical 
places as predicted by our theory, while controlling its propagation trajectory with-
out the aid of some external agent to provide the necessary energy under the guid-
ance of an established force field. This is not provided for in the same theory. The 
result is that newer and newer hypotheses have had to be created to maintain the 
Copenhagen Interpretation (CI) that quantum mechanics is complete. The sustained 
history behind the construction of successful theories has been to equate the hypoth-
esized natural cause (force) with the observed effect. New theories were constructed 
when the previous ones were failing to conform to this cause–effect relationship. 
So, our incapability of explaining observed superposition effects using QM formal-
ism should be taken as a guide to discover its subtle limitations toward constructing 
new theories, rather than inserting new noncausal hypotheses to maintain the cul-
tural belief of the Copenhagen School that QM is the complete and final theory for 
the micro universe. The ancient expression wave–particle duality, which originally 
implied our lack of knowledge, is now considered as the ultimate new knowledge 
about the nature of light. It is self-contradictory to assume that a causally evolving 
macro system can keep on emerging out of a noncausal micro universe. This is why 
we have been promoting the continued inquiry of the nature of photons through 
international-community-based research [1.5, 1.32]. Photoelectric emission has 
been explained by a semiclassical formulation using a model to incorporate dipolar 
stimulation of the detecting molecule [1.43–1.45]; even Compton scattering has been 
explained by a semiclassical model [10.3a,b]. The dissatisfaction with the indivis-
ible photon model has been ongoing [10.4, 10.5], with continuing research by the 
author [10.6–10.13], in spite of the overwhelming dominance of the CI. This chapter 
attempts to establish that a classical wave packet, using a specific shape in time and 
space, can bring the conceptual continuity between the divergent quantum-photon 
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and classical-photon wave packet, while maintaining logical congruence between 
observed facts without asking nature to be noncausal, albeit statistical.

10.2  HISTORICAL ORIGIN OF WAVE–PARTICLE DUALITY

Given the state of prevailing knowledge and the state of measurement technolo-
gies in their respective periods, geniuses like Newton, Huygens, Young, Maxwell, 
Planck, Einstein, Bose, Heisenberg, Schrodinger, and Dirac, all made conceptual 
and mathematical breakthrough contributions in advancing our understanding of 
EM waves and atoms. One genius constructs an excellent theory that “works.” Then 
another genius builds the “next floor” of the edifice of physics using the previous 
floor as the foundation with only the minimum necessary changes over the structure 
of the existing edifice. They all have succeeded in extracting some ontological truth 
out of nature, and that is why all these theories conform to the measurable data for 
parameters that the theory has identified. Such has been the general history of prog-
ress in science. However, we have been neglecting to recognize that we also need 
to start constructing theory-building hypotheses to visualize and map the invisible 
interaction processes in nature that give rise to measurable data. Our theory-building 
foundational hypotheses must also simultaneously pay attention to visualizing and 
mapping the interaction processes that always remain hidden and invisible but none-
theless are the key to causal actions behind the emergence of measurable data. This 
is one-step-deeper thinking in the theory construction process than the prevailing 
approach and is further justified in Chapter 12.

Newton correctly visualized that, on the molecular level, the origin of visible 
light must be space-finite and energy-finite and hence discrete entities or corpuscu-
lar (1687). The inventor of the Newton Interferometer was clearly thinking deeper 
about both the emission process and the propagation of light. Newton’s view can 
be rationalized from the standpoint of conservation of energy. It was understood in 
those days that finite-sized atoms and molecules in a flame holding finite energies 
were emitting light. As a great physicist, Newton correctly surmised that the emitted 
light must then consist of multitudes of finite packets in space and time comprising 
finite bursts of energies, and hence corpuscular. Newton was the father of the laws 
of mechanics and developed the mathematics to model motion of material particles. 
But he did not use the term particle to characterize light. He used the term corpus-
cular, most likely because he could not find any other better term based on his then 
understanding of the nature of light. One should recall that Newton also was the first 
engineer to invent the interferometer (of the famed Newton’s rings), which he used to 
accurately measure the radius of curvature of his hand-polished plano-convex lens 
to construct his personal telescope.

Newton’s contemporary, Huygens, was more focused in visualizing the physical 
process behind the propagation of waves. He correctly proposed (1678) a very novel 
concept that a propagating wave group consists of “secondary wavelets” that are 
perpetually pushing away the perturbation induced on some extended tension field 
in space [2.21]. Newton and Huygens gave birth to the concept of wave–corpuscular 
or modern wave–particle duality. But “duality” in those days was understood as lack 
of deeper knowledge, not as new or final knowledge.
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Most of the 18th century remained under the powerful influence of Newton’s 
“corpuscular” hypotheses, and few advances were made about the nature of light 
during this period. Then, Young removed the dominance of Newton’s model 
by demonstrating (1801) the wave-like interference pattern by inventing a bril-
liantly simple apparatus in the double-slit experiment. Light energy does con-
sist of propagating waves as they interfere (display periodic phase property) 
like known mechanical waves (water waves, sound waves, string waves, etc.). 
This defined the 19th century as the best for advances in perceiving light as 
EM waves. Fresnel (1816) gave mathematical structure to Huygens’s secondary 
wavelets as an integral of linear superposition of sinusoids. Maxwell’s genius 
lies in developing the classic “mechanistic” wave equation for EM waves (1864) 
out of the so-called constituent equations for electromagnetism, validated earlier 
through systematic experiments by his predecessors. As a linear superposition 
of sinusoids, the Huygens–Fresnel diffraction integral is clearly a solution to the 
Maxwell’s wave equation.

The wave concept continued to flourish with many more advancements in classical 
optics; the ether hypothesis continued to be discussed in the background. Huygens’ 
proposal of 1678 turned out to be prophetic. The tendency of an extend uniform ten-
sion field to restore itself by pushing away an external linear perturbation imposed 
on it is because the field cannot assimilate the external energy. So it keeps on pushing 
away the perturbation in the contiguous domain. This is functionally equivalent to 
generating secondary wavelets, and hence the perpetual propagation of a wave group 
in the tension field. Fresnel mathematically modeled the exact statement by Huygens.

The spell of wave–particle duality reemerged exactly a century after Young’s 
experiment, with the revolutionary success of Planck (1901). He derived the correct 
mathematical equation that modeled the measured energy distribution of EM wave 
energy variation with frequency from a blackbody cavity. His equation required that 
the emission and absorption of EM energy by the molecules on the surface of a 
blackbody cavity must be discrete quanta. Planck believed that only the quantity of 
EM energy during the transient moments of emission and absorption are quantized. 
Such a notion was already emerging because the emitted spectra from atomic dis-
charge appeared to consist of discrete frequencies, while radiations were analyzed 
by classical spectrometers as pure waves. The empirical relation of Rydberg modeled 
(1888) the discrete frequency spectra of hydrogen atoms (Lyman, Balmer, Paschen, 
Brackett, etc., measured spectral line series), taking the lead from Balmer’s formula-
tion (RH  being the Rydberg constant)
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The prevailing grating spectrometers, modeled by using the classical Huygens–
Fresnel diffraction (divisible wave) theory, were measuring the discrete atomic fre-
quencies νmn without the need to account for their quantized energy during emission 
as, = νE hmn mn. Planck always believed νmn to be the classical carrier frequency of 
the wave packets, πνa t tmn( )expi2 , which emerged (evolved) out of the energy-transfer 
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as quantum-transition, = νE hmn mn . In other words, the emitting source-frequency 
information νmn  is preserved by the wave packet, but the total energy information,

νh mn, spreads out due to diffractive spreading of the wave packets [10.33]. Let us also 
remember that, during this first decade of the 20th century, several models for the 
structure of atoms were proposed and were failing in general acceptance.

In the meantime, in 1905, Einstein was the first to observe some quantumness 
in the data for the energy absorption process in photo-induced emission of elec-
trons out of metal surfaces inside vacuum photodiodes. There is a threshold fre-
quency below which no electrons are released. However, for higher frequencies, the 
emitted electrons display higher kinetic energy. So, Einstein started with the basic 
postulate that Planck’s “quanta” (1) continues to propagate as “indivisible quanta” 
and (2) delivers the total energy to individual photoelectrons, which then loses the 
binding energy W to the metal and emerges with the rest of the energy as its kinetic 
energy, me(1/2) v2:

 
= ν−m h We(1/2) v2  (10.2)

This equation explains correctly the experimental threshold behavior at ν =h Wmin  
because there will be no emission of electrons below energy νh min  or frequency νmin . 
Einstein’s focus was on modeling the measured data, not explaining the physical 
processes. He thought only of the energy νh min, but not the role of νmin. He modeled 
light as indivisible quanta rather than quantizing the binding energy of electrons 
in all materials as is evident today [1.36]. Note that the Equation 10.2 is an energy 
conservation equation. It does not provide any insight into the the light-matter dipo-
lar amplitude stimulation before the energy is exchanged [1.43–1.45]. Otherwise, 
Einstein could have invented quantum mechanics 20 years earlier.

Then, de Broglie’s thesis work (1923) interpreted electron diffraction as being 
due to its wave-like property, λ = h/p, of material particles, extending the conceptual 
credence of duality in the behavior of particles. While modeling the “thermalized” 
spontaneously emitted radiation inside a blackbody, Bose in 1924 [10.14] was the 
first to recognize the need for a completely new statistical methodology of count-
ing the states of photons if they are really indivisible quanta. Einstein found guid-
ance from this publication to generalize Bose’s concept and developed what is now 
known as the Bose–Einstein statistics for spin integral particles. Then, formal quan-
tum mechanics (QM), due to Heisenberg and Schrodinger, took off with enormous 
successes, starting in 1925. Within a decade the Copenhagen Interpretation of QM 
took hold firmly, which continues to today [1.50]. Young’s double-slit experiment got 
co-opted by CI followers to justify wave–particle duality, which is now accepted as 
a “new knowledge,” rather than reflecting our persistent lack of knowledge. While 
QM has provided us with mathematical formalisms to predict and validate a wide 
variety of measured data that we can obtain out of any light–matter interactions, it 
does not provide any explicit guidance as to how to understand and visualize the 
invisible interaction processes that give rise to the measurable data. Dirac’s elegant 
field quantization does not help us understand the deeper physical structure or 
nature of photons. Besides, his model of photon as a Fourier mode of the vacuum 
begs more questions because a Fourier mode exists in all space, while we know that 
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all physical signals in the real world must have a space- and time-finite structure. 
Further, photons can be created (spontaneous and stimulated emissions) and annihi-
lated (absorbed) only by materials having internal quantum structures like atoms and 
molecules, and not spontaneously out of vacuum. So, we still do not know what a 
photon is. Wave–particle duality still implies our lack of knowledge, not new knowl-
edge. That we should be searching for new knowledge about photons is evident from 
the bemoaning on the subject by none other than the father of indivisible quanta, 
Albert Einstein, in his later life (see the first article in 1.5):

“All the fifty years of conscious brooding have brought me no closer to the answer to 
the question: What are light quanta? Of course today every rascal thinks he knows the 
answer, but he is deluding himself.”

We need to open up Einstein’s question, “What are light quanta?” from its built-in 
answer as “quanta” to “What are photons?” [1.5, 1.32]. The concept of light quanta 
has only increased our confusion about the real nature of light. Obviously, Einstein’s 
view was that something created in nature as a discrete entity should remain as a 
discrete entity, rather than undergoing some metamorphosis on its own to become 
a classical wave packet. Einstein also ignored the fact that the photodetectors in the 
spectrometers (human eyes and photographic plates) undergo photochemical trans-
formations and do not display behaviors exactly as those shown by free photoelec-
trons released in the vacuum phototubes that he was modeling. This is all the more 
reason that we should try to model explicitly the physical processes behind the physi-
cal transformations that we register in our detectors as proof of the presence of EM 
waves of different frequencies, starting from radio waves and progressing to gamma 
rays. This will help us appreciate how the measurable transformations take place in 
the detectors. Otherwise, we will continue to ascribe the distinctly different physi-
cal properties of various detectors to those of EM waves, while continuing to accept 
wave–particle duality as our final knowledge.

10.2.1  haS Wave–particle Duality enhanceD our 
unDerStanDing of photonS?

Let us apply Occam’s razor. Has the number of ad hoc hypotheses, by using the con-
cept of photon as indivisible quanta to explain the superposition phenomenon, gone 
down? Has the number of noncausal concepts been reduced or eliminated? In reality, 
to support wave–particle duality we have been forced to introduce a good number of 
noncausal concepts and processes such as single-photon interference, nonlocality of 
superposition effects, delayed superposition, action-at-a-distance, teleportation of 
photons and particles, and so forth. Our knowledge about the photon has been stag-
nant at the level of Planck’s time due to acceptance of wave–particle duality; even 
though we now know how to carry out many more engineering feats using photon 
wave packets, such as our fiber-optic network. Let us recall again that the primary 
equation of any successful theory embodies a cause–effect relationship between its 
left- and right-hand mathematical expressions bound by a well-defined, rigid set of 
mathematical logics.
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10.2.2  haS Wave–particle Duality enhanceD our unDerStanDing 
of the light–matter interaction proceSS?

We must consistently press for an understanding of the physical processes behind 
measurements, rather than assuming that data modeling by a theory is the final goal 
of physics. Lamb and Scully [1.43, 1.44], Jaynes [1.45], and many of their followers 
have shown that a semiclassical model for photons is quite adequate to explain the 
photoelectric effect, once the interaction process between the quantum dipole and 
the classical wave packet is explicitly taken into account, rather than modeling just 
the measurable exchange of the quantum of energy, as was the goal of Einstein’s 
photorealistic equation. The conceptual significance of this approach is that the role 
of detector with their quantum mechanical behaviors comes under investigation to 
provide the physical picture behind light–matter interaction processes. Our inter-
pretation of the successes behind the semiclassical model is that the superposition 
principle, whether classical or quantum mechanical, must be understood as a super-
position effect, which is the emergence of some physical transformation experienced 
by a detector, guided by the joint interaction characteristics of both the waves and 
the detector. The key mathematical operations implied by the theory has to be car-
ried out (operated upon) by some physical entity that possesses the inner complexity 
to execute the interaction process. Linearly propagating waves, which is the induced 
undulation of a tension field, do not have such internal capability; they cannot sum 
themselves [1.49]. According to the simple causal mathematical framework, the 
observed fringes can be expressed as the square modulus of the sum of all the simul-
taneous amplitude stimulations being experienced by the detecting dipole (Equation 
10.3), provided all the n-waves τan n( ) were simultaneously present on the detector to 
stimulate it, and that these stimulations are quantum-mechanically allowed (this is 
slightly modified repetition from Chapter 3):

 
Ψ τ = ψ∑ τ = χ ν∑ πν +τa en nn n n

i t
n
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Here, χ(ν) is the linear polarizability factor of the detecting dipole due to the stimu-
lating wave of frequency ν. Note again the physical complexity behind the emer-
gence of the superposition effect if we just faithfully try to understand the physical 
operations implied by the mathematical equation of Equation 10.3—first a conjoint 
amplitude summation, and then the quadratic operation. Waves by themselves can-
not carry out these operations (algorithms). When χ(ν) can be treated as a constant 
for all the n-waves, human-constructed mathematical rules allow us to take it out of 
the summation and the square-modulus operations:

 
Ψ τ = χ ∑ πν +τa en n
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Equation 10.4 can easily allow one to become confused between the mathematical 
superposition principle, which is the summation of the wave amplitudes, and the 
superposition effect, which corresponds to the detector summing the n-conjoint 
stimulations, as in Equation 10.3. According to Equation 10.4, χ2 is just a detector 
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constant. However, Equation 10.4 does not represent any physical process because 
of the NIW property, whereas as Equation 10.3 does. We want to underscore that 
χa sn'  are conjoint QM states of the same detector, being experienced at the same 
time; hence, the detector is imbibed to sum all these stimulations and then absorbs 
energy from all the separate fields proportional to an

2 through the square-modulus 
operation. The NIW property of waves implies that an , representing simply the 
n-waves, should not be given the status of QM state functions, as is routinely done, 
including while deriving Bell’s theorem [1.47]. Because of simultaneously induced 
stimulations χan  and the absorbed energy being proportional to χ an

2 2 , we believe 
that neither the concept of nonlocality of interference phenomenon nor the concept 
of single photon interference is really logically built into the QM formalism [1.49]. 
In other words, if we insist on following interaction-process-mapping epistemol-
ogy, we find that QM has more realities built into it than the CI has allowed us to 
appreciate.

10.2.3  DoeS a SerieS of clickS valiDate inDiviSibility of photonS?

Can the measured individual “clicks” in the photodetection process override the 
counterarguments against the indivisible photon we presented above? Electrons are 
stable elementary particles. All materials and photodetectors hold electrons in their 
quantized quantum-mechanically bound energy states (or bands). So, emission of 
light-induced electrons must necessarily consist of discrete numbers of electrons. 
Further, when a photon-counting detector counts the clicks, each one of those clicks 
consists of billions of electrons as an amplified current pulse. While careful calibra-
tion may convince one that, before amplification, the signal literally started with a 
single electron, it still does not validate that the energy-contributing field consisted 
of discrete packets of indivisible photons. Then the only other option is to promote 
the postulate that a discrete QM transition can take place only when another quan-
tum entity containing an exactly matching and deliverable quantum can become the 
donor and induce QM transition. However, QM has never promoted any such postu-
late, and correctly so. The invalidity of such a postulate can be appreciated by fol-
lowing the excitation mechanism that goes on inside an He-Ne laser discharge tube. 
We add He-atoms to Ne-atoms in a lasing Ne-gas tube because He has a resonant 
excitation level that closely corresponds to the Ne upper-laser level. So, an He-atom, 
stimulated by an accelerated electron in the discharge tube, can quickly transfer 
the energy to an Ne-atom and put it in its upper lasing state. This quantum-level to 
quantum-level transfer of an energy is quantum mechanical. But, note that each free 
accelerated electron in the discharge tube is a classical entity carrying significant 
amount of kinetic energy. When it collides with either an He-atom or an Ne-atom, 
it donates the correct amount of energy to the quantum atoms and pushes them to 
the upper excited states and then moves on with reduced kinetic energy after each 
collision. Thus, quantum atoms can be excited by both classical and quantum energy 
donors. EM waves do not need to be quantized to deliver energy to quantum-mechan-
ically bound photoelectrons. This is why we believe that, had Einstein assigned the 
quantumness he observed in the data of photoelectric effect to electrons, he might 
have discovered quantum mechanics much before 1925!
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If photons really were indivisible packets, atoms or molecules would have had 
to absorb them one at a time, completely independent of other photons. Then their 
upward transition would have been completely insensitive to the phases of the 
individual photons or of multiple photons when present simultaneously. But, all 
superposition effects, in the presence of radiation arriving on a detector from two 
or more sources, or through two or more independent paths, show sensitivity to 
phases carried by photons in each beam. Let us reexamine Equation 10.3. The 
total quantum of energy absorbed by the detector is proportional to the sum of all 
possible quadratic and cross terms out of all the χ ν an( )  amplitude stimulations. 
Thus, the final packet of energy absorbed by the detector must be derived from 
all these superposed beams preceeded by simultaneous phase-sensitive dipolar 
amplitude stimulations induced by each and every superposed beams, and hence 
the sensitivity of photoelectron emission to both the amplitudes and the phases 
of each of the component waves. The detectors’ quantum transitions being sta-
tistical in time, photoelectron statistics are distinctly different for different types 
of optical sources. Thus, a faithful adherence to mathematical formulation and 
mathematical logics that validates measurable data tells us that photons cannot be 
indivisible quanta.

Let us consider a simple case of two-beam superposition on a detector. The con-
joint amplitude stimulation is

 Ψ τ ψ +ψ ≡ χ + χπν πν −τa e a ei t i t( ) = 1 2 1
2

2
2 ( )  (10.5)

Then the energy transfer to the detector would be given by
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The amplitude-dependent visibility reduction factor is γ ≡ +a a a a/( )1 2 1
2

1
2 . Notice 

that the QM recipe for the energy transfer appears to be a continuously oscillatory 
function of the path delay τ, whereas any individual transition must absorb a discrete 
amount of energy. This is where QM introduces the concept of phase-dependent 
strength of the quantum-mechanical stimulation and proportionate energy absorp-
tion from both the beams of amplitude a1 and a2. The number of emitted photoelec-
trons is still governed by the continuous term γ cos 2πντ. Accordingly, registering 
a single QM event will never give us the deeper aspects of understanding of the 
superposition effect as precise sinusoids as per γ cos 2πντ.

 τ ≡ = ν ≠χ + γ πντD E h aProb Prob mn prob mn( ) ( ) ( )
?

[1 cos2 ]2
0  (10.7)

The precise cosine distribution of the photocurrent with τ will emerge only after a 
large ensemble of electrons is registered and plotted for different τ values:

 
τ = Ψ Ψ = χ + γ πντD t t a
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Let us review the implications of the equations 10.7 and 10.8 again. Equation 10.8 
correctly predicts the measurable data, but only as an ensemble average. Probabilistic 
and quantized individual photoelectron transition event cannot validate the cosine 
behavior of superposition fringes, as is obvious from Equation 10.7. We believe that 
one of the many reasons for the indivisible-photon concept to continue is that nobody 
has successfully measured the time required for photoelectron emission [1.38 and 
references there]. Unfortunately, the QM formalism does not provide us with any 
clear model for the energy transfer process from EM waves (or indivisible photon) to 
the electron-releasing entity. All it gives us is that, if the photon has the right amount 
of energy = νE hmn mn required for the transition (meaning it has the right stimulat-
ing frequency νmn), the photoelectron will be released instantaneously (wave packet 
reduction) even if there is only a single photon impinging on the detector [10.15]. 
Conceiving an experiment to measure the time interval between the arrival of a 
photon and exactly tagging the released photoelectron is a next-to-impossible task. 
Even with modern femtosecond pulses, we would never know exactly when the lead-
ing tail of the pulse would start delivering the first single photon or just initiate the 
“quantum-compatibility-sensing” stimulation. We have not yet invented tools and 
technologies to generate, propagate, manipulate, and measure unambiguously sub-
femtosecond perfect square pulses of light.

Let us construct a causal semiclassical scenario. We assume that when the aver-
age resultant energy flux density in the vicinity of the detector, due to the simultane-
ous presence of multitudes of propagating EM wave packets of right carrier νmn and 
phases, exceeds the required energy transfer potentiality, the detector will undergo 
the transition. If the average energy density is less than this required amount, 
induced excitation would not succeed in facilitating the transition. Let us check this 
model from a routine experiment that uses resonance fluorescence of atoms in a gas 
tube. We can consider the experiment described in Section 2.6.2 (Figure 2.7) where 
we have used Rb atoms, and the input beams were less than 1 mW; nonetheless, 
resonance fluorescence was clearly recordable with a low-cost CCD camera in a 
laboratory environment. An 1 mW 780 nm beam of diameter 1 mm will transport 
about 4 × 10+15 photons per second. If we approximate an Rb atom as a cylinder of 
1A in diameter and 1A in length, the number of photons intercepted by this volume 
at any moment would be about 1.3 × 10–17 red photons! Such a staggeringly low frac-
tional number of photons within approximately an Angstrom-cube volume (average 
atomic diameter) would have an extremely low probability of exciting Rb atoms. Yet, 
Figure 2.7 shows that the glow is quite strong, on the order of fractional microwatts 
needed by the camera to register the resonance emission. Irrespective of the divis-
ibility or indivisibility of photons, one is forced to conclude that stimulated dipoles 
(here, Rb atoms) must be capable of absorbing energy out of a volume at least on the 
order of λ(10 )3, if not larger, where λ is the wavelength of the resonant (stimulating) 
light. This implies that there is a tendency on the part of EM waves to perceive a 
resonant dipole as a sink for EM tension field energy and are capable of forcefully 
filling up the quantum cup with the required amount of energy = νE hmn mn out of a 
very large spatial volume. It may be possible that the stimulated dipole itself projects 
a spatially enlarged quantum cup to suck the energy in. Of course, we do not know 
the real picture as to whether it is the pushing by the tension field or sucking by the 
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excited dipole or a combination of both that facilitates the transfer of the quantum 
cupful of energy. But, the key point is that this is a definite shortcoming of QM for-
malism, and future theoreticians must attempt to develop a better theory to address 
these issues. Such a conjecture may appear to be novel in quantum optics [3.4, 10.16–
10.21], but in the radio and microwave domains, it is a daily engineering phenom-
enon. It is well known that a tiny resonant antenna can suck wave energy from a very 
large volume, much larger than the physical size of the antenna. Otherwise, our tiny 
cell phones would not have been so practical and useful.

Note that our model for a diffractively spreading wave packet automatically pro-
hibits detection of single photons in the far-field of an emitter by detecting atoms 
and molecules since the energy density gets thinned out to sustain the appropri-
ate energy density within the vicinity of an atomic volume. However, based on the 
above model of pushing/sucking, it is easy to visualize how the quantum properties 
of atoms inside a highly resonant microcavity [10.22] can be heavily influenced by a 
classical single-photon wave packet since it does not have the opportunity to get suf-
ficiently thinned out below the pushing/sucking range due to diffractive spreading.

We would like to strengthen these observations by citing the experimental 
observations made by Panarella while he was recording diffraction pattern due 
to a small pinhole with increasingly lower and lower beam energy from an He-Ne 
laser [1.46]. He found that, below a certain photon flux density, he could not record 
the very weak side lobes even when his exposure time was very long to allow 
many photons to pass through. He also observed that the longtime integrated cen-
tral diffraction lobe, at very low photon flux, was narrower than when he used 
higher photon flux with shorter exposure time for the same total photons. Panarella 
conjectured that a laser beam must propagate as “photon clumps.” Photon-clump 
[1.46a,b] or photon-bunching [10.23] is a well-discussed concept, both for sponta-
neous and stimulated emissions. However, in view of the unusual efficiency of gas 
atoms and tiny cell-phone antennas, we propose that the above-mentioned push-
ing and/or sucking phenomenon should be seriously investigated. Recent advance-
ments in nanophotonics and plasmonic photonics have created awareness of the 
“antenna” effect [10.18, 10.20], which becomes further enhanced in the presence 
of gold nano-particles (antennas).

10.2.4  Why interfering raDio WaveS Do not 
proDuce “quantum clickS”

Different detectors possess distinctly different intrinsic properties in their response 
characteristics to EM waves [10.24]. This does not necessarily imply that EM waves 
change their intrinsic physical characteristics like chameleons. Radio-wave detec-
tors, composed of LCR-circuits, are not quantized, but all optical detectors are intrin-
sically quantum mechanical with discrete energy levels or bands; usually the outer 
energy levels and bands are involved. Naturally, experimenters in the optical domain 
will find that their data represent some definite quantumness in contrast to radio engi-
neers. Let us briefly repeat some equations from Chapter 3 (consult Figure 3.3 also). 
If we have a pair of beams with two different frequencies incident on a detector, the 
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amplitude stimulations will be given by the following equation (copy of Equation 
3.17). This is a display of direct amplitude–amplitude response and energy transfer, 
χ being the circuit response characteristic:

 

τ = χ πν + χ πν

= χ π ν + ν
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If these continuous waves are radio waves and a broad-resonance LCR circuit is used 
to detect the joint signal, “free” conduction electrons will collectively oscillate as an 
AC current which is the mean of the sum, modulated by a lower-frequency envelope 
function whose frequency is the mean of the difference.

However, if the two waves are of optical frequency, and we use a broadband opti-
cal detector with equal responsivity to both the frequencies, the output current is given 
below (a copy of Equation 3.18), which is an oscillatory DC current of frequency mean of 
the difference. If one electronically blocks the DC, the oscillatory current will show the 
heterodyne difference frequency, well known in the optical domain. This is a short-time 
averaged quadratic energy transfer, preceded by amplitude–amplitude stimulations:

 D t a tcx = χ π ν − ν( ) 2 [1+cos2 ( ) ].
2 2

2 1  (10.10)

Optical detectors, undergoing one-way irreversible transition (although recycle-able), 
is incapable of registering the higher-frequency envelope function cos2 ( 2π ν +t ) / 21ν , 
the first term in Equation 10.9.

10.3  REVISITING EINSTEIN AND DIRAC POSTULATES IN LIGHT 
OF PLANCK’S WAVE PACKET AND THE NIW PROPERTY

10.3.1  reviSiting the niW property

We have established through the previous nine chapters that both classical and quan-
tum physics have been avoiding further investigation of the deeper physical processes 
behind the emergence of the superposition effects through simultaneous stimulations 
induced on detectors. The NIW property represents the universal behavior of all 
waves. Maxwell’s generic wave equation, by accepting all possible linear summation 
of sinusoids, justified that Fresnel’s formulation of the Huygens–Fresnel integral as 
fundamentally correct. Thus, effectively, Huygens, Fresnel, and Maxwell, conceptu-
ally and mathematically, discovered the universal property, the Noninteraction of 
Waves (NIW), but never explicitly recognized it. Once we explicitly recognize that 
EM waves obey the universal NIW property, we would immediately recognize the 
logical weakness behind accepting wave–particle duality as representing our indis-
putable final knowledge.

Let us briefly rephrase the origin of the NIW property as it would support our 
model of the photon as a wave packet of the tension field held by the vacuum (or the 
cosmic substrate, whatever it may be). Maxwell’s wave requires the tension field (old 
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ether), which, when perturbed within its linear restoration capability, will generate 
a perpetually propagating wave packet as far as the tension field physically extends. 
Obviously, we need an external agent that is physically compatible in inserting some 
energy to disturb only the EM tension, but within its linear restoration capability. 
The substrate physically pushes away (hands over) the disturbing energy to the next-
door neighbors in the forward direction. In the process, the perturbing displacement 
is transferred over the neighboring regions. This pushing effect, arising out of a natu-
ral tendency to restore itself to its original state of equilibrium, is the cause behind 
the effect we observe as perpetually propagating (moving away) and diffractively 
spreading waves. The tension field is the Complex Tension Field, or CTF (developed 
in Chapter 11). The photons are propagating wave packets of this CTF dictated by its 
intrinsic electromagnetic properties ε0 and µ0.

If a second wave packet happens to arrive within the same volume of the substrate 
holding the tension field, which is in the process of pushing away another wave, we 
have a situation of physical superposition of two waves. If the resultant displacement 
of the tension field due to both the waves still remains within the linear restoration 
capability of the substrate, both the waves will be pushed away in their respective 
propagation direction as has already been defined by their respective Poynting vec-
tors of the two wave groups. This is the physical origin of Noninteraction of Waves 
(NIW property). As long as the total local excitation of the parent tension field remains 
as linear perturbation, copropagating and cross-propagating waves do not interact in 
the absence of some interacting medium (detector). The propagating waves cannot 
interact with each other because they do not exist as some independent entity. They 
are just manifestations of the response of the substrate holding the tension field that 
has received some external perturbing energy. The waves (photons) cannot interfere 
with each other or perturb themselves because that would require energy exchange 
between themselves. All the energy is still held by the substrate in its tension field 
as its physical perturbation. The wave packets are not carrying energy. The original 
amount of perturbing energy is being pushed on and on as a wave group through the 
quiescent tension field, but as a perturbation in its tension. Only the physical location 
of the undulating wave group keeps on moving forward as they are pushed away to 
restore the quiescent state at the previous location. The wave group continues to make 
available the same amount of energy, as originally deposited into it, to any detector 
that can resonate to the carrier frequency. EM wave packets do not have the capability 
to redirect themselves or alter the direction of their Poynting vectors without the assis-
tance of some extended external agent. Thus, interference of a single photon (or wave 
group), implicating redirection of the propagation path, without the assistance of some 
external agent, is not a causally congruent hypothesis.

It is quite instructive to follow the evolution of mathematical models carried 
out by other mathematical geniuses like Bose and Dirac. Their motivations were 
to strengthen Einstein’s postulate of invisible quanta as the correct description for 
photons. Bose was inspired in 1924 [10.14] to develop photon-counting statistics to 
derive Planck’s radiation law based “exclusively” upon quantum mechanical postu-
lates rather than with a mixture of classical and quantum-mechanical hypotheses 
prevailing until his time. While Bose did not articulate the thermalization process 
of photons inside the cavity, he succeeded in inventing the mathematically correct 
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statistical approach by assuming photons as noninteracting identical particles that 
can occupy the same physical space (the blackbody cavity or the “box”) and con-
tinue to travel with the same constant velocity c, while accommodating Einstein’s 
special relativity. In our view point, this is equivalent to mathematically discovering 
noninteraction of waves (NIW) in the linear domain. The physical processes, which 
brings about the statistical thermalization of the blackbody radiation, are the absorp-
tion and reemission of these radiation packets by the molecules on the inner surface 
of the blackbody cavity. So, Bose, in effect, developed the counting methodology for 
discrete quantum transitions (absorption and emissions) of the atoms and molecules 
of the blackbody surface.

Planck’s thinking followed visualizing the probable physical processes [10.33], and 
he maintained his lifelong view that photons are classical wave packets after emission; 
however, the emissions and absorptions of EM energy happen in discrete quantum 
“cupful” amounts. This was correctly formulated by QM formalism much later during 
1925 by Heisenberg and Schrodinger. In the classical statistics of Maxwell–Boltzmann 
[10.25], the thermalization process between the molecules of a gas in an enclosed cavity 
takes place through real physical kinetic collisions and statically random but continu-
ous energy exchange resulting in Maxwell’s velocity distribution under the steady-state 
condition. Physics has not yet invented any physical process that can thermalize innu-
merable indivisible photons hν (to generate the Planck’s curve-like energy distribution) 
within the free space of a confined blackbody cavity, except the atoms and molecules 
on its surface through their quantum-mechanical absorption and emission of discrete 
packets as transient quantum-photons, which then evolve into classical-photon wave 
packets inside the cavity. The origin of 2.5 μ cosmic microwave background radiation 
(CMBR) represents a more complex phenomenon [10.26].

Similarly, during the process of quantization of the EM field, Dirac correctly 
realized that, in the linear domain, different photons do not interact and hence can-
not “interfere” [1.37]. Thus, like classical-Maxwell and quantum-mechanical Bose, 
quantum-mechanical Dirac also mathematically discovered NIW. However, classical 
physics, for centuries, has been demanding and “demonstrating” interference of EM 
waves. So, the only postulate Dirac could formulate to get out of the conundrum was 
to posit, “A photon then interferes only with itself.” In our view point, Dirac ignored 
the causality requirement that a stable elementary particle cannot articulate its tra-
jectories, without the aid of external energy-sharing agents, to make itself appear or 
disappear at specific detection sites. And such sites are precisely computed by clas-
sical physics while using classical bulk-optical properties of the components used to 
organize complex instruments like interferometers and diffracting apertures.

10.3.2  meaSureD photoelectric current contraDictS 
poStulateS of einStein anD Dirac

Even after “brooding for fifty years,” Einstein was still framing his inquiry, “What 
are light quanta?” as if these must always remain indivisible and deliver energy in 
such a way as to obey Dirac’s postulate of “single-photon interference.” Let us illus-
trate our semiclassical “picture” by using a two-beam interferometer illuminated by 
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a phase-steady beam. The interferometer introduces a relative path delay τ between 
the two output beams that are of different amplitudes. The photodetector will experi-
ence a pair of conjoint amplitude stimulations, ψ τ = χ ν πν ± τa i t( ) ( ) exp[ 2 ( / 2)1,2 1,2 , 
due to being simultaneously illuminated by the two output beams. Then, according 
to the QM recipe, the electromagnetic energy absorbed out of the CTF is [taken from 
Equation 3.15]

 

τ = ψ + ψ = χ ν + χ ν

= χ ν + + πντ
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As underscored in an earlier section, the energy is acquired from both the 
beams as indicated by the terms a1

2  and a2
2, and also the cross-product term 

πντa a2 cos21 2 . So, the energy could not have come from only one of the two beams 
as an indivisible single photon to generate the interference effect. Unfortunately, 
the Copenhagen Interpretation obfuscated the reality of the detector’s conjoint 
dipolar stimulation, ψ τ = χ ν πν ± τa i t( ) ( ) exp[ 2 ( /2)1,2 1,2 , and interpreted ψ τ( )1,2  as 
abstract mathematical probabilities.

The point can be further dramatized by superposing on the same detector two 
phase-steady continuous beams, but with two different optical frequencies. For 
mathematical simplicity, let us assume that the two beams have the same amplitude, 
and they suffered no relative path delay. If the photodetector has the same responsiv-
ity χ for both the frequencies, then the photocurrent will be given by Equation 10.12, 
which is a modified version of Equation 3.18:
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The photocurrent oscillates with time as χ π ν − νa tcos 2 [( ) /2]2 2 2
2 1 , even though we 

have started with two continuous waves. Acceptance of the Einstein–Dirac model 
of indivisible-single-photon interfere would imply that the arrival of the single 
photons from one or the other source is being periodically suppressed with math-
ematical precision and periodicity. And the suppression is automatic by virtue of 
the presence of the two beams of indivisible and noninteracting photons and without 
any physical action introduced by any external agents. But, our semi-classical model 
of the detector’s joint stimulation gives a causal picture. The two time-varying 
E-vector frequencies effectively stimulate the detecting dipole at the difference fre-
quency. Hence, the absorption of energy out of the joint field is naturally oscillatory. 
The active agent behind the generation of the oscillatory superposition effect is 
the photodetector’s dipolar undulation, not the waves themselves. We do not need 
either of the noncausal hypotheses: (1) photons are indivisible quanta, and (2) pho-
tons interfere only with themselves.
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10.4  PROPOSED MODEL FOR SEMICLASSICAL PHOTONS

10.4.1  cauSal photon moDel

We are now extending Planck’s concept of classical photon wave packets, embold-
ened by the successes of the semiclassical model for light–matter interaction pro-
cesses [1.44, 1.45]. The proposed far-field temporal envelope of the wave packet is 
a superexponential function (see Figure 10.1), and the spatial lateral envelope is a 
3D Gaussian envelope [10.9, 10.13]. The assumption of the spatial Gaussian shape is 
heuristically justified from the lack of any fine spatial structure in the intensities of 
measured spontaneous emissions. We also do not observe any structure in the mea-
sured degrees of spatial coherence except for the macro and micro physical struc-
tures that we generally impose upon the emission sources. Further, all fundamental 
stable spatial modes in lasers are also of Gaussian-type profiles and match the com-
puted result starting with the HF integral. We will justify the temporal envelope 
based upon spectrometric measurements of spontaneous emissions and compare the 
measured and predicted line widths.

The measured Doppler-free line widths of various spontaneous emissions are found 
to be essentially Lorentzian. From the classical theory of spectrometry, we know that a 
Lorentzian line width is explained as owing to the presence of Fourier intensity spec-
trum due to an exponential pulse (see Chapter 5). So, we are assuming that the shape 
of the spontaneous photon wave packet is a superexponential one, πνa t i tmn( )exp( 2 ), 
as shown in Figure 10.1. It also has a unique carrier frequencyνmn. These assump-
tions allow us to preserve the following requirements: (1) The measured Doppler-free 

Measured spectral fringe width is dictated by this envelope.
�e profile would be almost Lorentzian (QM prediction),

which is the Fourier transform of this exponential!

Total energy of the
photon generating

quantum is under the
envelope

∆Emnmn=hv

vmnSuper-
exponential
envelope

Carrier frequency of
a photon wave
packet

FIGURE 10.1 Semiclassical photon’s temporal envelope is a very fast rising semiexponential 
function, so its dominant influence in the measurement still remains exponential as classical 
physics assumed. We are postulating a very fast rise to accommodate causality that a physical 
signal cannot abruptly start from infinity as an ideal exponential pulse would require. The 
rest of the properties corroborate QM. The carrier frequency is determined by the condition 
set by the QM formalism = νE hmn mn .
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line width by spectrometry will still remain very close to Lorentzian. (2) The total 
energy allowed by QM transition = νE hmn mn can be computed and measured when 
the envelope curve is closed and well defined. (3) The unique transition frequency νmn, 
demanded by QM, is accommodated as the carrier frequency. (4) The causal picture 
emerges as we try to visualize the related physical processes behind the emission of 
a discrete packet of energy, and its evolution as a classically diffracting photon wave 
packet. We thus bridge the gap between quantumness in emitted energy and the wavi-
ness in propagation and evolution of photons without the need to fall back on the “black 
box” of wave–particle duality. Our potential new knowledge is the space- and time-
finite structure of photon as a diffractively evolving wave packet. Optical scientists and 
engineers do not propagate indivisible photons; they propagate classical wave packets.

Let us justify further the superexponential envelope in some depth. Recall the 
theory of spectrometry developed in Chapter 5, where we have shown that the propaga-
tion of a time-finite pulse πνa t i tmn( )exp( 2 ) through a spectrometer generates a broad 
fringe centered at a physical location determined by the carrier frequencyνmn. The ori-
gin of the apparent spectral line width is due to the partial superposition on the detec-
tor of the replicated pulse train created by the spectrometer (wave front division by a 
grating, and amplitude division by a Fabry–Perot; see Figures 5.2 and 5.5). We have 
also shown that this fringe broadening can be mathematically shown to be equivalent 
to the convolution of the Fourier intensity spectrum of the envelope function with the 
CW intensity response function of the spectrometer (see Equation 5.21). We are claim-
ing that the measured line width of the Doppler-free spontaneous emission does not 
represent the presence of any distribution of physical frequencies except νmn. It was a 
misinterpretation of classical physics since the classical theory of spectrometry was 
developed using a noncausal, infinitely long (CW) Fourier monochromatic wave that 
does not exist in nature. Chapter 5 has developed the causal theory of spectrometry. 
This fringe width is an instrumental artifact due to the time-varying amplitude enve-
lope of the photon wave packet.

We believe that this mistaken interpretation of classical spectrometric theory led 
Dirac to formulate Einstein’s indivisible photon as a Fourier mode of the vacuum 
with the QM frequency νmn to preserve the classical definition of single frequency as 
a monochromatic wave of infinite duration. Recall further that the time-frequency 
Fourier theorem (TF-FT) should not be used as the foundation for constructing any 
theory that attempts to model causal physical processes in nature because it is not 
based upon any physically observable phenomenon in nature.

10.4.2. meaSuring the envelope function of a 
SpontaneouS photon Wave envelope

Let us reproduce below Equations 5.4 and 5.5 from Chapter 5, which represent the 
grating- response function for a pulse a(t):

  (10.13) 
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∫ ∫γ τ ≡ γ − τ = − τ − τ
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Equation 10.13 represents the pulse-response function for one unique carrier fre-
quency. Let us now consider the case of light coming from an atomic discharge lamp, 
say, Cd-red line, as it is a spectrally narrow single line [1.39]. Let us assume that 
all the atoms produce identical and approximately same-shaped pulses a(t)exp[i2πνt] 
but their carrier frequencies are broadened by the Doppler shifts due to Maxwellian 
velocity distribution. We assume that G(ν) is the spectral intensity distribution func-
tion due to Doppler broadening. Then the fringe function of Equation 10.13 should be 
rewritten as

 ν τ = ν ν τ−D G DDplr N bm( , ) ( ) ( , ). .  (10.15)

Extracting the shape of the spontaneously emitted pulse a(t) directly out of Equation 
10.15 will be difficult. The best strategy would be to use an iterative approach as 
follows. We know G(ν) as we can derive it analytically. The function ν τDDplr ( , ).  is 
experimentally determined. The function ν τ−DN bm ( , ).  is not directly available to us. 
[Note that we have replaced D(ν,τ) by ν τ−DN bm ( , ).  to underscore that we are using 
an N-beam grating interferometer. This is to distinguish it from a two-beam case 

ν τ−D bm ( , )2 .  that we will consider below.]. We can derive ν τ−DN bm ( , ).  from Equation 
10.13 and Equation 10.14 by computing γ(pτ) assuming an approximate shape of the 
pulse a(t) and continue this iteration process until we match the measured function

ν τDDplr ( , ). .
This can also be achieved using a Michelson’s two-beam Fourier transform spec-

trometer. The two-beam interferometry expression can be derived by substituting 
N = 2 in Equations 10.3 and 10.4. They can also be obtained from Section 6.2, 
Equations 6.8 and 6.9, assuming = =a a a1 2  for the two beams produced by the 
Michelson interferometer beam-splitter. For an ideal single-carrier frequency, the 
two-beam fringe function would be

 ν τ = + γ τ πντ−D Abm a( , ) [1 ( )cos2 ]2 .  (10.16)
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 ν τ = γ τ πντ−D Abm
osc

a( , ) ( )cos22 .
.  (10.18)

Equation 10.18 represents oscillatory Michelson fringes after the removal of the DC 
bias A from Equation 10.16. However, the presence of Doppler frequency G(ν) will 
produce an oscillatory fringe function as the convolution below:

 ν τ = ν ν τ−D G DDplr bm
osc( , ) ( ) ( , ). 2 .

.  (10.19)
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Again, the problem boils down to iterative computation of γ τa ( ) from Equation 10.17 
with presumed pulse-shape function and iteratively match up with the actual mea-
sured function ν τDDplr ( , ). .

We believe that, finding historically available precision spectral data, one can 
compute the semiexponential envelope function to reasonable accuracy.

10.5  RECOGNIZING COMPLEXITIES IMPOSED BY MIRRORS 
AND BEAM SPLITTERS IN AN INTERFEROMETER

This section demonstrates that every optical component in every optical path in 
an interferometer imposes its own unique characteristics of phase, polarization, 
and amplitude changes onto any classical light beams while redirecting them. In 
a two-beam interferometer, the final superposition effect is the square modulus of 
the sum of stimulations that would be induced due to the final values of all these 
parameters carried by the two beams through the two paths. The conceptual 
explanation of a physical phenomenon, modeled by mathematical logics, need 
to accept that a single indivisible photon cannot pick up all these diverse infor-
mation from all the individual optical components that create the optical paths 
and then redirect their trajectories in space and time to create the superposition 
fringes we register.

The following interference experiment was carried out [1.26] with an He-Ne 
laser emitting multiple longitudinal modes, alternate modes being orthogonally 
polarized, using an asymmetric MZ interferometer (Figure 10.2). Of the four key 
components, two mirrors and two beam splitters, three components are dielectric 
and one mirror is metallic (gold coated). In external reflections, metal mirrors intro-
duce a small amount of relative phase shifts rather than an abrupt π relative phase 
shift, as for dielectric mirrors, between the parallel and perpendicular polarizations 
(see Chapter 3). The MZ has been deliberately aligned to generate the two beams 
from the two arms coming out at an angle. The two 1 mm laser beams hit the screen 
on separate spots with no physical superposition (Figure 10.2c). A lens after the MZ 
expands the beams to create physical overlap (superposition) on a scattering screen 
(white paper). Still, one cannot see any fringes because they are washed out (left 
segment of Figure 10.2d) due to the presence of two sets of beams with orthogonal 
polarizations. But a pair of orthogonally oriented sheet-polarizers (top parallel and 
bottom perpendicular) in front of the beam restore spatially shifted fringes due to 
each of the polarized beams separately (right-hand portion of Figure 10.2d). When 
the original incident laser beam is deliberately polarized sequentially into perpen-
dicular and parallel, the top and the bottom images behind the polaroids become 
orthogonal to the incident beam, and hence Figure 10.2d becomes dark as in (e) and 
in (f), one at a time. This was done to validate that two orthogonally polarized light 
beams were simultaneously present on the screen while recording Figure  10.2d. 
Thus, while carrying out a photocounting experiment with polarization interferom-
etry, one needs to be very careful as to how to take into account all possible phase 
shifts introduced by optical components on the parallel and perpendicular polar-
ized components of the beam used.
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10.6  INFORMATION CARRIED BY PHOTON WAVE PACKETS

Over the last few decades, fiber-optic communication technologies have propelled 
human society decisively into the Knowledge Age. Further, the excitement generated 
by the potential of creating quantum computers using entangled particles and indi-
visible photons have generated the concept that information may be the fundamental 
property of the universe, and the universe itself may be a computer [10.27, 10.28]. 
So, in this section, we will underscore the semiclassical view as to how photon wave 
packets can be made to carry the information we want to transport. A classical wave 
packet πνa t i t

�
( )exp[ 2 ] automatically contains the following information about the 

parent emitter: (1) the characteristic emission frequency ν, (2) the linear direction of 
E-vector oscillation, which was determined by the oscillating atomic dipole while 
facilitating the emergence of the photon wave packet, (3) the state of total phase 2πνt 

Attenuator

Gold Mirror

Dielectric
Beam Splitters

Dielectric Mirror

Laser

Polarizer
(a)

(b)

(d) (f )(e)(c)

FIGURE  10.2 Experimental demonstration to underscore the complexities behind the 
quantitative measurements of fringe visibility when the incident beam is polarized. If the 
state of polarization of the incident beam is not absolutely perfectly aligned to be parallel or 
perpendicular, then a reflecting mirror will generate two orthogonally polarized (parallel and 
perpendicular) components and they could suffer differential phase shifts due to other follow-
on optical components, which are not very easy to quantify [1.26].
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by introducing known path delay as 2πν(t + τ), and (4) the availability of energy flux 
proportional to a t( )2 . In fact, astrophysicists exploit these sets of original character-
istic information, after appropriate measurements, to categorize and compare prop-
erties of stars and galaxies. We want to make a brief digression here to note that the 
inherent NIW property of photon wave packets is critical for us to discern the char-
acterization of distant galaxies through these measurements as reliable. The tacit 
assumption has been that the trillions of star light beams, while crossing through 
each other, do not alter the parental source information.

Next, we need to pay close attention to the fact that information is really interpre-
tation generated by the human mind. We develop a representative theory that assigns 
specific physical meaning to the parameters as we have just done above. The theory 
is justified through reproducible experimental measurements of the representative 
parameters through physical transformations caused in our measuring instruments 
through some causal detector–detectee interaction, facilitated by a force. Our point 
is to underscore that physical parameters of physical entities representing their physi-
cal characteristics are effectively our information. So, information is only human 
mental constructs based on our working theories. Since all theories are works in 
progress, we cannot claim that human-interpreted information about our observable 
universe represents the final ontological reality.

Our next point is that controlled terrestrial optical communication is carried out 
by deliberately modulating one of the key parameters (amplitude, frequency, polar-
ization, and phase) in a controlled fashion, which is proportional to some human-
generated voice or data information (signals). The modulated light beam is then 
transported (through free-space or fiber) and then demodulated to recover the origi-
nal information. The key message behind this brief discussion is that modulation 
of any of the fundamental parameters of photon wave packets is real, physical, and 
identifiable through measurements (or through demodulation by some detection pro-
cess). In the generic sense, “information” itself is not a measurable objective param-
eter of any natural entity, unless the word is meant to imply the quantitative value of 
one of the physical parameters of the signal-carrying entity. In the next section, we 
experimentally demonstrate the reality of the phase information carried by wavelets 
that emerge out of each one of the well-known Young’s double slit experiment.

10.6.1  Separate phySical reality of amplituDe anD phaSe 
information emanating from Double Slit

In the radio wave domain, phase information is directly measured as the phase of 
the current or the voltage induced by the EM wave in the LCR-resonating circuit. 
Free conduction electrons directly respond to the oscillating electric potential dif-
ference induced in the circuit. However, for all EM waves with frequencies from 
infrared to visible to X-rays and γ-rays, detectable transformations happen after 
bound electrons in atoms or bound nucleons in nuclei undergo quantum-mechanical-
level transition due to absorption of quantum cupful energy. Equations successfully 
modeling such energy transfer, such as Einstein’s photoelectric Equation 10.2, com-
pletely lose the phase information of the relevant EM waves. That does not mean 
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the phase information corresponding to the EM-wave-induced undulations is only 
abstract mathematical probability amplitude. Optical interferometry, invented cen-
turies earlier, demonstrated, at least, how to measure the relative phase difference in 
the oscillations of the optical waves. By 1912, Bragg’s X-ray diffraction established 
the phase aspects of the X-ray waves. However, for γ-rays, no experiments equivalent 
to Bragg diffraction or Young’s double-slit have been carried out to our knowledge. 
It is quite possible that γ-rays are totally nondiffractive. This would facilitate our 
deeper understanding of the electromagnetic properties of the CTF (see Chapter 11). 
All γ-ray detection shows that the observable “scintillations” they leave behind cor-
roborate undiffracted rectilinear trajectories like particles. This fact should not be 
generalized to model photon wave packets for the entire electromagnetic spectrum 
to consist of indivisible quanta. Even classical HF diffraction integral predicts the 
far-field divergence of the photon wave packets to be inversely proportional to its 
frequency. So, γ-rays of frequencies around 1020Hz would be a million order less 
diffractive than optical photon wave packets of frequencies around 1014Hz. Once we 
start developing theories to explicitly model γ-ray-induced amplitude stimulation 
process in the detectors rather than just the energy transfer, we should be able to 
figure out its phase aspects also.

Let us now demonstrate the reality of the phase information corresponding to 
the wavelets emanating out of each one of the Young’s double slit. The experiment 
is trivially simple and is being carried out routinely using the technique of holo-
graphic interferometry to model and test the precise mechanical strengths of engi-
neering structures [2.12, 10.29]. An incident plane wave of time-steady amplitude 
a exp[i2πνt] is incident on a double-slit aperture (Figure 10.3). Two portions of this 
wave are transmitted through the two slits, both of which are accommodated by the 
HF diffraction integral, and the measured intensity distribution in the observation 
plane is predicted precisely by this integral. No quantum theoretical formulation is 
necessary as long as the detector we use is quantum-mechanically compatible with 

τ = (t2 –t1)

τ = (t2 –t1)

τ = 0

t2

t1

FIGURE 10.3 The two signals from the two slits arriving at the detection plane carry two dis-
tinctly separate, but continuously varying, phase information ψ = πν +t a i t t( ) exp[ 2 ( )]1,2 1,2 1,2 , 
which are real and physical as they are generated through the separate propagation path delay. 
These two separate, but continuously varying, phase information can be experimentally veri-
fied separately for each slit.
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the stimulating frequency of the wave. Let us now choose a particular point on a 
far-field observation plane P. The two secondary HF wavelets from the two separate 
pinholes arrive at the same point P with two different phases:

 = πν +E t a i t t( ) exp[ 2 ( )]1,2 1,2 1,2  (10.20)

These are real identifiable signals carrying two different phase values (information). 
Even though we can measure t1,2 approximately, we cannot precisely measure the 
two phases = πν +t t2 ( )1,2 1,2  directly. When, a detector array is placed at the detec-
tion plane, it will register the classic double-slit fringe pattern (1+γ cos 2πντ), where
τ = −t t( )2 1  due to the simultaneous joint stimulations ψ τ = χ πνa i t( ) exp [2 ]1,2 1,2 1,2

(see Equation 10.5 and Equation 10.6 of Section 10.2.3). Then the total stimulation 
and the consequent energy transfer would be given, respectively, by the Equation 
10.5 and Equation 10.6 of Section 10.2.3. At any point P on the screen the detected 
signal value will be proportional to cos 2πντ, where τ = −t t( )2 1 . This only allows 
us to measure the relative phase but does not allow us to conclude the definitive and 
independent existence of E t( )1,2 1,2 . However, optical holography allows us to record 
and reconstruct each one of the two wavelets E t( )1,2 1,2  separately, one at a time, by 
closing one of the two slits, and then reconstructing them appropriately using the 
technique of holographic interferometry.

The experimental arrangement and results are shown in Figure 10.4. Figure 10.4a 
shows the experimental arrangement to register the classic far-field double-slit dif-
fraction pattern. Figure 10.4b shows the arrangement to carry out the proposed holo-
graphic interferometry. Figure 10.4c shows the direct record of the central portion 
of the double-slit pattern. Figure 10.4d shows the holographic reconstruction of the 
double-slit pattern from a double-exposure hologram, which recorded the wave sig-
nals from both slits, but one-slit at a time. Then the hologram is reconstructed using 
the reference beam, while both the slits remain blocked. Figure  10.4e shows the 
regeneration of the double-slit pattern using real-time holographic interferometry. 
In this step, one first registers the wave signal from the first slit (second slit closed), 
replaces the developed hologram in its original plane, and then allows the signal 
from the second slit to pass through the hologram (now the first slit closed), while 
the hologram reconstructs the signal due to the first slit triggered by the reference 
beam; but the physical slit itself remains blocked. The quantitative patterns of the 
double-slit pattern through holographic reconstructions remain identical with the 
direct record of the double-slit pattern. There is no surprise or no new invention 
in this experiment. Classical holographers have been carrying out similar experi-
ments for real-world applications for decades. But the experiment has been designed 
to counter the hypothesis of nonlocality of superposition effects by recording the 
phase information due to one slit at a time and at a distant plane, but on the same 
local hologram plane. This also invalidates the unnecessary hypothesis that only 
the absence of information (our knowledge) as to which slit the photon wave packets 
pass through is at the core of emergence of the Superposition Principle. We are just 
underscoring that the physical Superposition Effect emerges due to space and time 
local (simultaneous) stimulation of the same detecting molecule on the detecting 
screen [1.49]. We do not find it to be a strong logical approach to physics when we 
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assign the cause to be human ignorance as to which way a photon travels, behind the 
emergence of all superposition effect.

10.6.2  Double-Slit fringeS With tWo Different frequencieS through 
each one of the SlitS. reSolving “Which Way”?

This is a conceptual experiment [10.30] designed to challenge the assertion that 
any attempt to determine which slit the light passes through will always destroy 
the formation of the interference fringes. This is a trivial and superfluous logic. 
If a parameter of a particle is altered through a predetection process before its 
arrival at the designed target location, the parametric value at the final location 
will definitely be altered. The detector experiences a different stimulating phase. 
That is the causal nature of detectors. We are proposing an experiment that is 
designed with the capability to register the changing superposition fringes even 
when the phase information emanating out of one of the two slits has been altered 
to identify as to which slit the signal is coming from. The experimental arrange-
ment consists of integration of separate smaller experiments that we routinely 
carry out in the laboratory (Figure 10.5). We have a pinhole at the center of the 
standard detection plane for the double-slit Fraunhofer pattern. The light through 
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FIGURE 10.4 For classic double-slit interferometry, holographic interferometry can dem-
onstrate the physical reality of the two variable and separate phase information carried by 
each of the two diffracted beam generated by the two slits when arriving at the recording 
plane. Signals from each one of the double slits can be recorded holographically one at a time 
and then the standard double-slit pattern can be reconstructed. (a): Geometric drawing of the 
classical interpretation as to how the signals from each slit arrives on the far-filed as a sinc-
envelope (spatial Fourier transform, FT, of each slit) with a finite tilt to generate the standard 
cosine fringes. (continued)
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this pinhole is allowed to go through a high-resolution Fabry–Perot (FP) for fre-
quency-resolved analysis set to operate in the fringe mode (Figure10.5). When 
the double slit is illuminated by a coherent beam carrying a frequency ν1, one 
can observe the stationary cosine fringes on the Fraunhofer plane, and the detec-
tor, named CH.1, will register some count since the location has been chosen 
where the FP forms the fringe for frequency ν1, with a constructive interference 
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FIGURE  10.4 (continued) (b): Holographic set up. (c): Direct record of the traditional 
double-slit pattern recorded at the FT (far field) plane. (d): Holographic reconstruction of 
the double-slit pattern from a hologram that separately recorded the two single-slit patterns, 
one at a time. The process is also known as double-exposure holography. (e): Re-generating 
the double-slit fringes by real-time holographic interferometry. Hologram with the pattern 
due only to the slit-2 was recorded and put back. Then the signal from slit-1 and the reference 
beam were allowed to illuminate the hologram, while keeping the slit-2 blocked. The same 
double-slit pattern is again observable [10.6,10.7].
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condition 2dcosθ1 = mλ1. If one switches the carrier frequency of the incident 
beam to be ν2 [condition 2dcosθ2 = mλ2], then only the detector, CH.2, will reg-
ister counts. Let us now illuminate the double slit with a light beam of frequency 
ν1, but insert an acousto-optic modulator behind the slit 2 that generates a fre-
quency ν2. The cosine fringes on the Fraunhofer plane will now be given by

 
τ = + = + π ν − ν − ν τπν πν +τI e e ti t i t( ) 2[1 cos2 {( ) }]2 2 ( ) 2

1 2 2
1 2  (10.21)

These spatial fringes, as usual, defined by the spatial delay τ along the spatial axis, 
are temporally modulated by the difference frequency (ν1-ν2), which is the traditional 
beat frequency. A picosecond streak camera, covering a segment of the Fraunhofer 
plane, can easily record these moving fringes as long as the beat frequency is in the 
domain of GHz. Now, if we pay attention to the detectors CH.1 and CH.2 behind 
the FP spectrometer, we should be able to identify the ν2-photons as those coming 
through slit 2 after undergoing Doppler shift by the AOM and the ν1-photons coming 
through slit 1.

This is not a pure Gedanken experiment. This is an experiment that does not 
challenge the current technology at all. Would this experiment remove the paradigm 
of indivisible single-photon interference unambiguously? No, but the purpose is to 
underscore that interference is always the result of real physical superposition of 
more than one signal on a quantum detector carrying more than one phase informa-
tion (traveling through more than one path). Which way can be determined without 
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FIGURE 10.5 It is possible to determine that the double-slit pattern is actually due to the 
superposition of two signals traveling separately through each slit and arriving at the detector 
plane with different relative phase delays. In the above experiment, the identifier is a Doppler 
frequency shifter, shifting ν1 to ν2. This makes the double-slit fringes at the Fraunhofer plane 
spatially move through a point at a rate of the beat frequency, δν = (ν1-ν2). A high-resolution 
spectrometer behind the Fraunhofer plane can separately count the photons corresponding 
to each frequency, identifying which slit they are coming from. A spatial segment on the 
Fraunhofer plane can be intercepted by a fast Streak Camera to record the fringes, albeit mov-
ing spatially [from ref.10.30].
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destroying the fringes if we use a fast-enough detector. For a more recent experiment 
along this line, see reference [10.31].

10.7  DO WE NEED TO ACCEPT “WAVE–PARTICLE 
DUALITY” AS OUR FINAL KNOWLEDGE?

In the preceding sections, we have presented the view that photons as classical wave 
packets propagate as per HF diffraction integral and follows the NIW pro perty. 
Such wave packets can produce superposition effects only by inducing physical 
transformations in detectors. With these self-consistent causal explanations, and 
better knowledge, we can now safely eliminate the provisional conjecture, wave–
particle duality, for EM waves. But the question remains as to how we can explain 
superposition effects generated by particle beams and single-particle interference. 
As we did for the case of understanding superposition effects due to EM waves, 
we will apply the interaction-process-mapping epistemology to explore new con-
cepts that can explain particle interference as just another causal superposition 
effect produced by detectors when they experience joint stimulations by multiple 
particles bringing stimulating phase information and compete for the privilege 
of sharing a part of their energies with the detecting entity. This is discussed in 
Chapter 11.

We conclude this chapter by underscoring that wave–particle duality represents 
our lack of knowledge about the detailed structures of photon wave packets (from 
radio to γ-rays) and the ongoing physical processes before the emergence of measur-
able superposition effects. We have proposed a structure of the photon as a super-
exponential pulse that propagates by diffractively spreading, modeled precisely by 
the HF integral. The carrier frequency, the total energy, and the natural line width 
all match QM predictions and hence removes the dichotomy between classical and 
quantum photons. We do not need to invoke wave–particle duality as the cause 
of indivisible single-photon interference. Such postulates are not likely to lead to 
the construction of quantum computers based solely upon single-photon interfer-
ence. Consequently, pursuing alternate concepts may be more promising [10.32]. 
Noninteracting photons cannot remain physically entangled far from their emission 
sites. Different bound atoms within the same molecule offer the potential to exploit 
their entangled quantum-mechanical properties.
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11 NIW Property 
Requires Complex 
Tension Field (CTF)

“That one body may act upon another at a distance through a vacuum, without 
the mediation of anything else… is to me so great an absurdity that I believe 
no man, who has in philosophical matters a competent faculty of thinking, can 
ever fall into it” —Sir Isaac Newton

11.1  INTRODUCTION

Since ancient times, optical physics has been playing the key role in triggering new 
concepts and theories in modeling diverse observations in nature. Up to Chapter 10, 
this book has been essentially devoted to explaining the impact of a very broad phe-
nomenon, the NIW property of waves in basic classical and quantum optics, which 
was not explicitly recognized during the entire period of the emergence and devel-
opment of modern physics. This chapter ventures into proposing several potentially 
far-reaching concepts [1.8] to bring back hard causality in physics by leveraging the 
causal model for photon developed in Chapter 10. We simply extend the logical con-
sequences of the universal NIW property of EM waves [2.1].

Our causal model for photons is a diffractively propagating classical wave packet, 
which conforms well to all the basic demands of classical and quantum physics. 
It is also well established that the photons travel at the highest possible velocity 
through space, traversing the universe in every possible direction. This velocity is 
never imparted by the photon-emitting atoms or molecules. Thus, we need a ten-
sion field to support the generation of EM wave packets and then their perpetual 
propagation. Further, the velocity of the emitter does not introduce any change in the 
velocity of the wave packet; it introduces only a Doppler frequency shift, very much 
like classical waves supported by material-based tension fields. An example would 
be a tuning fork generating sound waves leveraging the pressure tension in air. QM 
formalism, validated by ample measurements, clearly indicates that an atomic down-
ward transition always creates a wave packet with a frequency exactly νQM , as per 
its prediction. However, the atom’s Maxwellian velocity in the cosmic vacuum, be it 
inside a discharge tube or in a distant star, makes the νQM  evolve into a new Doppler 
shifted frequency ν ± δνQM Dplr . . An atomic detector resonant at νQM  can perceive 
the approaching wave packet of frequency ν ± δνQM Dplr .  as νQM  only if it can nul-
lify ±δνDplr . by emulating the identical vectorial velocity that the emitting atom was 
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executing during emission. In other words, the detecting atom needs to achieve zero 
relative velocity with respect to the emitter and to perceive the wave packet with zero 
Doppler shift. Only then the approaching wave packet with frequency ν ± δνQM Dplr .

would appear to be as νQM . Thus, the Doppler shifts, in emission and detection, are 
two distinctly different physical processes requiring the space to be a stationary ten-
sion field capable of sustaining propagating EM waves. We are calling this cosmic 
filed a Complex Tension Field (CTF) [1.8].

Mathematically derived wave equations tell us that propagating waves are simply 
a group of harmonic undulations of a normally stationary tension field. The wave 
packet is generated in the CTF due to the release of some energy by a different 
manifest agent (like an excited atom) of the CTF, which is capable of triggering 
the harmonic undulation of CTF’s potential electric vector field. Once generated, 
the wave group persistently gets pushed away by the parent tension field to bring 
back its original local stationary state. All classical waves, generated in some physi-
cal medium-based tension field, also follow the principle of diffraction modeled 
by Huygens–Fresnel’s diffraction integral. This model works because it automati-
cally incorporates the NIW property (see Chapter 4). This is very much like we 
are trying to revive the old ether theory [11.1] of the 19th century, even though the 
prevailing belief is that modern physics has decisively established space to be an 
empty vacuum, as was originally promoted by the special theory of relativity and 
the quantum-mechanical model of photon as indivisible quanta (no field is necessary 
for its propagation). However, unlike ether theory as some novel substance, we are 
presenting CTF as a stationary physical field that sustains not only the EM waves, but 
also all the particles as some form of stable and resonant, localized, self-looped 3D 
harmonic undulations, but produced through some nonlinear excitations (yet to be 
modeled), in contrast to linear stimulations by material dipoles, which generate prop-
agating linear EM wave packets. This CTF represents the next frontier for deeper 
exploration of nature’s marvelous engineering. In this context, it is worth consulting 
a recent paper [11.2] on how communications between Einstein and Schrodinger, 
through their publications, led toward the identification of space as having some ten-
sion field-like properties. However, the concept was not followed through.

The explicit recognition of space as a physical tension field opens up many new 
approaches to construct possible unified field theories [11.3]. This chapter will show 
that CTF postulate allows us to understand physical processes behind many light–
matter interaction phenomena while reducing the number of diverse ad hoc hypoth-
eses that we have been using for a couple of centuries (see Section 12.7.2). The CTF 
postulate also helps us to eliminate the noncausal and noninformative hypothesis of 
wave–particle duality we used to explain superposition effects due to EM waves and 
particle beams.

The validity of Maxwell’s wave equation for EM waves in 3D requires them to 
have the characteristics of some linear, transverse, sinusoidal harmonic undulations 
of a physical tension field. Maxwell’s wave equation explicitly identifies this ten-
sion field as possessing the properties ε−01 and µ0 to propel the EM waves as linear 
undulations with the perpetual velocity = ε µ−c ( / )2

0
1

0  across the entire universe (see 
Section 4.5). This also allows the light beams from billions of different stars in 
every direction, albeit crossing through each other, to deliver the original parental 
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information unperturbed (due to NIW property) to us through our imaging tele-
scopes. The implication is that we should revive the old ether concept, however, not 
as some novel substance, but as a physical, complex tension field that holds physical 
attributes like ε−01 and µ0 and more, to accommodate the existence of particles as 
localized vortex-like undulations.

The key aspect of our enquiring methodology behind this book has been to search 
for physical processes behind recordable data or observable phenomena. Accordingly, 
let us apply this approach to Einstein’s key postulate behind his theories of relativities: 
that the velocity of light c is constant for all observers (all frames of references). This 
postulate has been holding up remarkably well due to validation of measured data 
gathered through wide variety of experiments. Unfortunately, in spite of the elegance 
of the statement “c is constant for all observers” that appears throughout mathemati-
cal theories, it does not provide any serious guidance to appreciate, or visualize the 
physical processes in nature that account for this measured fact and make it out to be 
the final ontological reality of nature [11.4]. CTF provides us with a physical substrate 
that allows the physical processes to take place. The purpose of physics should be to 
help us appreciate the physical processes going on in nature.

One of the key reasons behind dropping the ether hypothesis has been the 
absence of ether-drag by material particles, planets, and stars. Michelson–Morley 
(M–M) experiments essentially demonstrated that such a drag is not detectable 
[11.5–11.8]. To resolve this problem, we propose that stable elementary particles 
are some form of localized, vortex-like [1.8, 11.9, 11.10] self-looped resonant (and 
hence stable) undulations of this same CTF triggered by some nonlinear perturba-
tion. Emergence of vortex-like phenomena in classical and quantum physics are 
abundant [11.11a,b,c]. To sustain vortex-like particles, the CTF must also pos-
sess the intrinsic properties required for particle formation, α = ε µ−e h( /2 )( )2

0
1

0
1/2, 

where α is the well-known fine structure constant for particles. It has already 
been found that the particles are some sort of energy resonances [11.12] such that 
if one multiplies the ratio of the energy of a particle to that of an electron by 2α, 
one gets an integral number: α =E E zprtcl elec( / )2. . . These stable self-looped local-
ized oscillations of CTF can move through the CTF but does not drag CTF; just 
like the propagating wave group does not drag the sustaining parent tension 
field with it. This provides a conceptually powerful unifying view that both EM 
waves and particles, which constitute our entire observable universe, are simply 
different kinds of harmonic undulations of the same cosmic tension field, CTF. 
The concept of self-looped resonance then explains the root of quantumness in 
the micro universe, where the exchange of energy must be of discrete amount 
to maintain the resonant stability. This is in contrast to the continuous energy 
exchange between emergent macro assemblies where the resonant states have 
become a continuum. The only difference between classical physics and quan-
tum physics is determined by the continuous versus the discrete-resonant energy 
exchange processes. It is not the physical size of the objects that differentiate 
between classical and quantum worlds. Planck’s law underscored this reality. The 
quantum mechanical behavior of Planck’s radiation law, derived by using data 
from the macro blackbody cavity, is the best example. Radiating and absorbing 
characteristics of the assemblies of atoms and molecules on the surface of the 
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macro blackbody cavity are still dictated by quantum mechanical transitions in 
the various resonant but discrete energy states.

If particles are resonant oscillations of the CTF, then we are simply complex 
assemblies of diverse resonant undulations. The elementary particles form atoms, 
atoms form molecules, and molecules form our cells and hence biological bodies! 
We may consider the biological body as a classical system, but its life-giving basic 
functions are driven by quantum chemistry between harmonically vibrating mol-
ecules, assisted by electrochemistry. Physically, it is not possible for us to directly 
perceive the CTF in which we are just assemblies of diverse oscillations and our 
thinking is some form of complex emergent property of some subassemblies of 
neural cells. We will have to think outside the box as to how to construct some 
experiments such that interactions between some oscillatory entities, and consequent 
transformations in them, could reveal that CTF lies behind the entire observable uni-
verse. If the CTF postulate can be validated, then we do not need to find dark energy 
separately [11.13–11.15], and perhaps even the dark matter [11.16], to account for the 
total energy of the universe.

We are postulating that the hundred percent of cosmic energy is held by the CTF, 
which includes all the energy corresponding to the manifest undulations (observable 
universe) as different kinds of excitations (undulations) of the CTF. If the CTF itself 
does not participate in accepting any energy (as a sink) out of its oscillatory interact-
ing entities while they undergo transformations through energy exchange between 
themselves, then the universal rule of conservation of energy becomes understand-
able as a causal rule. However, if the CTF also functions as a weak but energy-
recycling sink, then cosmological and particle physics may have to accommodate an 
explicit form of an energy-recycling process through the CTF that violates our cur-
rent form of the law of the conservation of energy. We should not accept energy–time 
uncertainty as a law of nature without understanding and substantiating the physical 
process(es) behind it.

11.2  MOST SUCCESSFUL THEORIES IMPLICATE SPACE 
AS POSSESSING SOME PHYSICAL PROPERTIES

11.2.1  gravitational fielD

It is interesting to note that we routinely use the phrase “gravitational field” but 
are reluctant to accept that free space has the physical attributes required by G 
embedded in CTF that are implied by the expression for the gravitational force
GmM r/ 2. Gravitation is the first of the four forces that we have come to discover 
in physics. This was formally expressed as an inverse square law by Newton during 
the late 17th century. The other three forces are electromagnetic force and strong 
and weak nuclear forces, recognized during the 19th and 20th centuries. We also 
have secondary forces like van der Wall’s force, etc. The mathematical success of 
the gravitational inverse square law was simply overwhelming. Through simple 
mathematical formalism, Newton explained all the three planetary laws constructed 
earlier by Kepler, based upon the organization of data for planetary movements gath-
ered throughout his career and that of Tycho Brahe. However, because of the vast 
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distances between the Sun and its different planets, Newton and his contemporaries 
were seriously bothered by the necessity of accepting the concept of action at a 
distance (as is evidenced from Newton’s remark quoted in the beginning of this 
chapter). The purpose of physics in those days was still supposed to explain the 
physical processes behind all the different natural phenomena. Yet, the successes 
of mathematics and their validation through observed data softened up the enquiry 
for the physical process behind the “action-at-a-distance.” In 1915, Einstein removed 
this problem of action-at-a-distance with his theory of general relativity by refram-
ing the gravitational force as the curvature of space, which can also be viewed as 
the classical potential gradient (1/r) to the Newtonian force ( r1/ 2). If the space can 
be curved, then it has to have some physical property that can assume some spatial 
gradient over a very large spatial range. We can eliminate the need for the hypothesis 
action-at-a-distance, if we assume that the gravity is an extended potential gradient 
induced in the CTF by the localized oscillations of CTF (or their assembly). But gen-
eral relativity itself does not explicitly posit any such property onto space; otherwise, 
it would have rekindled the ether hypothesis.

11.2.2  Space–time four-DimenSionality of relativity

Almost all people, even without any formal exposure to physics, know that our uni-
verse is at least four-dimensional. If it is correct physics, then four-dimensionality 
should imply that free space and time must possess some intrinsic physical proper-
ties that could make them physically interconnected according to the theories of 
relativity. We have had to accept this four-dimensionality through decades of cul-
tural training, rather than succeeding in figuring out how they are physically inter-
connected. In terms of modeling data with theory, the theories of relativity are in 
reasonable shape. Unfortunately, even Einstein underscored that it is the theory that 
determines what we can measure. This emphasizes that congruency between the 
predictions of a theory and the measured data, does not make the theory as the 
final law of nature. Consider the various physical processes that are behind how we 
measure space (length or volume) and time. One can take a standard meter scale and 
measure out the length. We can extend our hands and get a sense of the space. We 
walk on earth; we travel to the moon, and we a get a physical sense of space. Can 
we get a similar sense or a physical appreciation of time? No! Our experience does 
underscore that everything in this universe apparently has a finite period of life, 
like about hundred years for humans and 4 to 8 billion years for the stars. However, 
each one of these life-period (or time-interval) datum is dictated by different sets of 
physical parameters and their very complex interactions. None of these life-periods 
represent a simple analytically definable parameter, which can be called running 
time. What we really measure is the precisely definable and reproducible frequency 
f of some kind of an oscillator, like a watch, or an atomic clock. We invert the fre-
quency to derive the period of oscillation, or a time interval, δt = (1/ f), and we have 
also figured out how to measure longer and longer time intervals by counting the 
frequency many times, = δt n tn( ) , which gives us a means of keeping track of run-
ning time. From the standpoint of physics, one might use classical thermodynamics 
that entropy always increases and defines an arrow of time [11.17, 11.18]. However, 
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on the cosmic scale, we are already observing that the play between the long-range 
gravitational force and the short-range nuclear forces, along with the participation of 
the electromagnetic force, the cosmic gases spewed out by some supernova explo-
sions, organizes new stars and the cycle goes on. Astrophysics cannot convincingly 
claim that the cosmic system also suffers from the arrow-of-time. Even if it does, we 
have not yet learned how to make a practical clock out of this cosmic arrow-of-time. 
Accordingly, while this book favors the acceptance of space as a rich tension field, 
CTF, time is not considered as a primary physical parameter of anything [11.18a,b]. 
Time is, of course, an essential secondary parameter to formulate the dynamics of 
interaction between particles and EM waves, which are behind all terrestrial and 
cosmic phenomena. We should be cautious about assigning the status of a primary 
physical parameter to time through the assumption that the four-dimensionality of 
nature is the final theory of physics. So far, we have learned to physically manipu-
late the frequencies of diverse oscillators, and hence time intervals, but that has not 
empowered us technologically (physically) to alter the running-time or the arrow-
of-time. The diverse physical properties of CTF directly influence determination of 
the frequency of all the oscillating entities it supports, but the consequent secondary 
parameter, the period δt = (1/f), contrived by human logics (concepts and theories), 
do not provide any physical mechanism that could make the running time t as an 
intrinsic and primary physical property of CTF.

11.2.3  electromagnetic fielDS

Ancient electrostatics taught us that free space has a physical property, ε0, that we 
call the dielectric constant. Magnetostatics gave us the physical property of the mag-
netic permeability of free space µ0 . Electromagnetism, unified by Maxwell (1864) 
through his differential wave equation for EM wave, out of the empirical relations 
developed by Coulomb (1736–1806), Ampere (1775–1836), Faraday (1791–1867), 
etc., also begs for assigning rich properties to space, as already mentioned in the 
introduction. In fact, Maxwell did propose the ether theory. If light is a wave and it 
travels through free space with a unique velocity = ε µ−c ( / )2

0
1

0 , then the space ought 
to have the physical attributes corresponding to ε−01 an µ0, which ushered in the 
concept of ether but was rejected prematurely due to some null M-M experiments 
without deeper introspections.

Faraday was the first one who formalized the concept of the field and the density 
of field lines (like spatially varying gradient in CTF) to explain electrostatic and 
magnetostatic forces and their remote influence on material bodies when they move 
relative to each other. His purpose was to remove the concept of action-at-a-distance 
through vacuum. The concept facilitated the invention of electric current generators 
and electric motors. Consider a simple experiment that we show in primary school 
to get children interested in science and technologies. A pair of annular magnets, 
with the same polarity facing each other, helps defy the gravitational downward 
pull on the upper magnet (Figure 11.1). It is obvious that the space between the 
two ring magnets possesses both the gravitational tension field and the magnetic 
tension field. The gradients in these two tension fields, gravitational attraction and 
magnetic repulsion, must be balancing each other to keep the upper ring magnet 
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floating over empty space! A human finger or a wooden blade, passing through the 
space between the two magnets, does not show any changes; the two fields remain 
unperturbed. But if we try to slide a steel blade through the space between the float-
ing magnets, the two magnets snap together. Of course, we know that a steel blade, 
being a magnetic material, is capable of altering the gradient in the magnetic ten-
sion field around it, but our experience tells us that the gravitational tension field 
remains effectively unperturbed on the surface of the earth! Our point is that if 
we look at our everyday experience with an open mind, we can appreciate that the 
space simply cannot be empty! The free space manifests diverse physical proper-
ties, and hence, it must be something physical to display them.

11.2.4  moDern quantum theorieS

Starting with Schrodinger’s wave equation [11.19] and moving on to the latest set of 
string theories [1.31], all show that the structure of mathematical equations resemble 
some form of field or wave. Some of the theories have discovered the existence of 
zero point energy, quantum foam, background fluctuations, and so forth. If a theory 
is consistently validated through a wide variety of experiments, then we must accept 
that the theory has captured at least some of the ontological realities behind the 
transformational processes going on in nature, even while we accept that all theories 
are always works in progress, and are never final. So, the emergence of mathemati-
cal results implying the existence of quantum foam, for example, should be taken 
as a serious indication that space possesses rich physical properties. However, QM 
circumvents the problem of action-at-a-distance by modeling all the four forces as 
being mediated through appropriate exchange particles, various bosons, and gravi-
tons, without the need to assign any physical properties to the space itself. This also 

(a) (b) (c) (d)

FIGURE 11.1 Space is not empty. A kindergarten experiment to remind ourselves that the 
space between a pair of magnets with same poles facing each other floats and the space in 
between contains magnetic and gravitational fields. (a) With opposite polarities, the magnets 
snap together. (b) With the same polarity, the upper magnets float, defying gravitational pull. 
(c) A steel knife inserted between the floating magnets perturbs the magnetic field and brings 
the magnets together. (d) A wooden knife cannot perturb the magnetic field between the 
magnets, so they keep on floating.
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implies that the forces themselves are quantized, instead of accepting the reality 
that the quantity of energy exchanged between particles is quantized for need of 
their resonant structural stability as resonant oscillations of the CTF.

11.3  PROPAGATION OF EM WAVES AS UNDULATIONS 
OF THE COMPLEX TENSION FIELD (CTF)

Our position is that waves should not be represented by Fourier monochromatic 
waves existing over all space and time as that violates the most extensively vali-
dated rule of conservation in nature, which is the conservation of energy. An 
infinitely extensive wave requires infinite energy, which is simply impossible in 
nature (see Figure 5.1). Waves should always be represented as a space-and-time 
finite packet propagating with a unique carrier frequency under a finite enve-
lope, a(t)exp[−i2πνt]. Further, waves propagate as a group phenomenon until 
they are perturbed by physical structures comparable and (or) smaller than their 
wavelengths. All of physical optics consists of the propagation of waves through 
diverse optical components of sizes varying from macro to nano to pico meter 
material entities. That is why wave groups maintain their physical integrity even 
when they cross through each other, as long as the medium is noninteracting. This 
has already been underscored in most of the previous chapters. Mathematical 
theories should always model the propagation of such wave packets conforming to 
conservative nature. Wave packets propagate as a collaborative, space-and-time 
extended phenomenon. They are forced to perpetually propagate away from the 
site wherever they may be at any particular time, which is built into the first-order, 
second-derivative wave equation for a source-free space. Let us revisit the com-
parison between the two wave equations copied from Chapter 4, Equation 4.7 (for 
mechanical string waves; read from left to right) and Equation 4.8 (for EM waves; 
read from right to left):
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We are underscoring the mathematical similarity between the wave equations; 
one modeling waves on a string under mechanical tension T and the other model-
ing EM waves in CTF under electrical tension ε−01. When the string experiences 
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an unbalanced force, Δ(T sinθ), induced by mechanically delivered energy by an 
external agent on the string, its disturbed segment then intrinsically responds to 
restore itself by generating a linear restoration force, given by Newton’s force law, 
as the product of its elemental inertial mass σΔx times the mechanical acceleration 
of the elemental string. Within the assumption of linear restoration limit of the 
string; and when the string is not in contact with any other physical agent to get rid 
of the perturbed energy; it can only push away the perturbation from the current 
site to the next contiguous site while restoring the original quiescent state at the 
original location where the disturbance was introduced. As the process continues, 
we observe the propagation of a wave packet on a string. It is the tension field’s 
inability to get rid of the externally delivered perturbation energy that causes it 
to adapt to the other alternative option of perpetually pushing away the imposed 
perturbed energy through an infinite string. For a finite string, a wave packet can 
evolve into a set of discrete classical resonant waves through multiple reflections 
from the fixed boundaries, and we have learned to use such contraptions to create 
beautiful music. But the unbound CTF cannot generate such resonance, and that is 
why it can sustain every possible EM wave frequencies from radio to gamma rays. 
Atoms’ musical capability (generating discrete spectral lines) derives from its own 
discrete set of quantized dipolar undulations, which it imposes on the CTF.

When we restructure Maxwell’s wave equation as in Equation 4.8 (just shown) 
to emulate the string wave equation, we can interpret ε−01 as its intrinsic electric 
tension field (like T of the string) and µ0 as the countering response as the mag-
netic tension field (through the generation of magnetic field). Maxwell’s wave 
equation derives = ε µ −c ( )2

0 0
1, which implies as if ε0  and µ0  play symmetrical 

role. We have chosen ε−01as the electric tension (stiffness) to emulate the string 
equation, because our detection methods dominate electric dipoles. Besides, mag-
netic properties emerge usually when moving charges exist. Our interpretation is 
that CTF possesses some physical properties such that material electric dipoles can 
enforce some of their energy into the CTF by triggering the emergence of an ele-
mental electric field force ε θ−( sin )0

1 . In reaction, the CTF tries to restore its state 
of equilibrium by generating the countering magnetic field force µ ∂ ∂x E t( / )0

2 2 . 
Like the ideal long stretched string, the CTF does not have a mechanism to get rid 
of the energy already delivered into it by the dipole. So the local CTF keeps on 
pushing the perturbation away from the original site of perturbation, and hence 
we can observe, once generated, a perpetually propagating EM wave packet with 
a velocity = ε µ−c ( / )2

0
1

0 .
Even the velocity of longitudinal waves, like that of sound due to pressure tension 

in air, follows a velocity relation similar to that of the transverse waves in a string, or 
transverse EM waves in the CTF.
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 (11.1)

Here, B is the modulus of bulk elasticity or stiffness or pressure tension, and ρ is the 
density of air mass.
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11.4  COSMOLOGICAL RED SHIFT: DOPPLER 
SHIFT VERSUS A DISSIPATIVE CTF

This section shows that 100% of the very large and distance-dependent cosmological 
redshift is not congruent with physical Doppler shift phenomenon [11.20]. Hubble’s 
observations established that the signature spectral dark lines due to absorption by 
the outer gas corona of stars consistently shift toward the lower frequency (red shifts 
toward longer wave lengths), which is proportional to the distance of the star (gal-
axy) from the earth [11.21]. The prevailing explanation is that the universe is expand-
ing [11.22] and the farther the distance of a galaxy, the faster is its relative recession 
velocity from ours. One of the many problems [11.23] with this hypothesis is that the 
relative velocities of the very distant galaxies could approach the velocity of light, or 
even exceed it. Accordingly, various alternative theories have been proposed [11.24, 
11.25a,b], but none apparently are congruent with all the diverse observations. We are 
proposing that CTF itself, or contents in it, could possess a distance-dependent, but 
very weak, absorptive capability, which slowly robs energy from photon wave packets 
as they propagate through. The exact physical process is yet to be clearly hypothesized 
and then theorized. But, before discussing this distance-dependent red shift, we would 
like to establish that the application of the concept of Doppler shift to the cosmological 
red shift is not completely free of inherent contradictions from basic physics.

11.4.1  claSSical acouStic Doppler frequency ShiftS: Source 
anD Detector movementS are Separable

The concept of Doppler frequency shift was developed by observing the apparent 
shift in the frequency of a sound wave, which can be a result of either the source mov-
ing or the detector moving with respect to each other. Observers standing on a train 
station can experience both the blue and the red frequency shifts while a whistling 
express train enters and then passes through the station. The air, holding the pressure 
tension, is assumed to be stationary. Then the physical origin of the Doppler shifts due 
to source movement, and the detector movement is clearly distinguishable for sound 
waves. But, it is currently assumed that the Doppler shifts of EM waves cannot tell 
us this distinction since there is no stationary medium for the propagation of these 
waves. Then, our CTF proposal, as a stationary medium, contradicts this prevailing 
assumption. In this section, we will establish that the Doppler shifts due to source 
movement and detector movement are distinguishable for EM waves, as for other 
material-based waves. In reality, QM requirements defined and validated for sponta-
neous and stimulated emissions validate our assertion. Let us first develop the clas-
sical Doppler shift relations for sound from the first principle [11.26, 11.26a,11.27].

Detector moving: Let us first consider the case of a stationary source with the 
detector moving toward (+vdet .) or away (−vdet .) from it. Since the medium (air) and 
the source are stationary with respect to each other, the source frequency remains 
unaltered in the medium ν = νsrc med. . . However, the moving detector will perceive an 
apparent frequency shift, higher (ν +det . ) or lower (ν −det . ), depending on whether it 
is moving toward or away from the stationary source (Equation 11.2). We have used 
the simple Galilean velocity addition theorem to obtain the perceived velocity for the 
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wave crests, ±c vdet ., by the detector and then divide this resultant velocity (distance 
per second) by the wavelength of the sound in air λmed . to obtain the number of oscil-
lations experienced by the detector, where ν λ = cmed med. . , velocity of sound in air. For 
mathematical simplicity, we are considering only collinear velocities in this section 
[11.26, 11.26a].

 
ν = ±

λ
= ν ±±

c
c

med
src

v
(1 v / )det .

det .

.
. det .  (11.2)

Source moving: Let us now consider the cases for the source moving toward or 
away from the stationary detector. We are assuming that the source velocity is sig-
nificantly smaller than the wave velocity in the medium. Because of the source 
movement during the generation of the wave crests and troughs, their separation in 
the medium will be contracted or dilated. In other words, propagating waves in air 
will experience a real frequency shift, even though the wave travels with the same 
velocity c determined by the intrinsic tension/restoration property of the medium. 
However, this frequency shift is not an apparent shift as is in the case of detector 
movement. We define frequency as the number of waves within the distance trav-
eled by the wave in one second, ν = c/λ. But the real λmed . being experienced by the 
medium is no longer given by λ = c/ν. Even though the frequency of the generator 
remains the same, its velocity with respect to the medium is making contraction (or 
dilation) of the real spacing between the wave crests as λ = νcmed src src∓( v )/. . .. Since 
the velocity of the wave in the medium is still the same, a stationary detector at a 
distance will experience the modified wave frequency as transported by the medium 
[11.26, 11.26a, 11.26b, 11.26c, 11.27]:
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Here, ν +med .  and ν −med .  correspond to the source moving toward and away from the 
stationary detector, respectively.

One should note that the previously given two expressions for frequency shifts, 
Equations 11.2 and 11.3, are not symmetric because the two physical processes 
behind these shifts are different. In the first case, the source being stationary, the 
propagating wave in the stationary medium maintains the source frequency, but the 
moving detector’s oscillator undulates faster or slower, depending on its own veloc-
ity (toward or away from the source, respectively). This frequency shift is only an 
apparent shift as it is subjective to the velocity of the detector. In the second case, 
the moving source effectively delivers higher or lower frequency into the medium, 
depending on whether it is moving toward or away from the stationary detector. 
Note that it is not subjectively dependent on whether the detector is physically 
present. The frequency shift is physical and permanent, as the wave packet trav-
els with this new shifted frequency in the medium. However, when csrcv /.  is very 
small, a binomial expansion and rejection of terms of orders csrcv /.

2 2or higher, will 
make Equation 11.3 appear identical to Equation 11.2. Enforcing this mathematical 
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symmetry suppresses our enquiry into the physical processes, which are really dif-
ferent. However, this approximation allows one to obtain the identical Doppler 
shift δνDoplr .  for both cases. This is routinely used for most measurements, even 
for light waves, where relv . represents the relative velocity between the source and 
the detector.

 
ν − ν ν ≡ δν ν = ± csrc src Doplr src rel[( )/ ] ( / ) ( v / )det . . . . . .  (11.4)

Both source and detector moving: We will now disregard this approach to optical 
Doppler effect as only due to relative-velocity and assume that the  behavior of opti-
cal sources and detectors are determined by their respective velocities with respect 
to the CTF. Accordingly, let us now synthesize the Equations 11.2 and 11.3 (see 
Figure 11.2). There are four possible cases of perceived (or measured) frequency 
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FIGURE 11.2 The Doppler blue and red frequency shifts can be perceived by a detector 
whenever there is a relative velocity between the source and the detector. But the source 
can be “dead” before the signal arrives at the detector! So the signal carries the information 
about the source velocity without knowing which moving detector will receive it. For sound 
and water waves, the stationary media help maintain the source induced Doppler shift. The 
detector perceives further Doppler shift in the signal if it moves with respect to the stationary 
medium. (a) Source moving. (b) Detector moving. The same is true for light waves in CTF.
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shifts by the detector given in Equation 11.5, which is derived by switching νsrc.  in 
Equation 11.2 by νmed .  (because the source is moving) and then substituted for νmed .  
from Equation 11.3:

 
ν = ν ± = ν

±
± c

c

c
med src

src∓
(1 v / )

(1 v / )

(1 v / )
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det .
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This physically different frequency, νmed . , transported by the medium at a distance 
from the source, now exists independent of the original status of the source. (The 
source may have stopped, or it may not exist anymore.) This frequency νmed . can be 
perceived as a wide variety of different frequencies, ν ±det . , by different detectors 
moving with different velocities ±vdet . with respect to the air. The only way to redis-
cover the original source frequency νsrc. is to make the detector perceive the νmed .

as νsrc., or ν = ν± srcdet . . . This is possible only when the velocity-dependent factor in 
Equation 11. 5 is unity, which requires the detector to mimic exactly the same vecto-
rial velocity (same direction) of the original source. This is equivalent to creating a 
zero relative velocity between the original source and the detector with respect to the 
stationary air. Since we have the means to verify the existence of the air and the pres-
sure tension in it, which undulates and pushes the sound waves, it is not very difficult 
to validate the existence of both vdet . and srcv . separately as the absolute velocities 
with respect to the air. In general, whenever ≠ srcv vdet . ., the measured frequency will 
remain identifiably different, ν ≠ ν± srcdet . ..

11.4.2  relativiStic Doppler frequency ShiftS: Source anD 
Detector movementS are not Separable

Unfortunately, for light we assume that there is no medium, and hence it is not pos-
sible to separately determine the absolute velocities of the source and the detector with 
respect to the free space. Accordingly, the Special Theory of Relativity (SRT) has 
been framed, based on the relative velocity only. Application of relativity to derive the 
Doppler shift then has only one velocity relv . to consider; even when one conceptually 
frames the problem either as the source moving, or as the detector moving. One incor-
porates the relativistic wavelength length contraction, λγ = λ −− c(1 v / )1 2 2 1/2, or the 
time dilatationν γ−1 , respectively (11.26–11.28a,b), but the conceptual picture used is 
similar to the classical case for sound waves in stationary air. It is then worth ponder-
ing whether we are tacitly assuming a stationary free space while attributing to it the 
physical properties of length contraction and time dilatation. The standard relativistic 
Doppler shift, which is the counterpart of the classical relation Equation 11.5, would 
be given by
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Note that the relativistic Equation 11.6 contains only the relative velocity between 
the source and the detector. But the Equation 11.5 contains identifiable velocities of 
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the source and the detector with respect to the stationary air for sound, or, CTF for 
light. When this relative velocity is =v 0rel. , the detector registers the original source 
frequency,ν = ν±det src. ., just as in the classical case for sound waves (Equation 11.5). 
However, unlike for the classical Doppler shift as in Equation 11.5, we have lost the 
capability of identifying the separate velocities and consequent separate contributions 
from the source and the detector in the total frequency shift. Once again let us note 
that the fundamental postulates behind the construction of a theory is to determine 
what can be measured and what cannot be. In our view, the identification of exoplanets 
belonging to distant stars through measurement of minuscule Doppler shifts [11.28b] 
is a classical Doppler shift for EM wave frequency as we are explaining here, which is 
different from the cosmological red shifts shown by distant galaxies.

11.4.3  origin of longituDinal moDeS in gaS laSer 
cavity helpS DiStinguiSh Doppler ShiftS Due to 
Source moving anD Detector moving

We would like to explore whether it is a broad principle of nature that light–matter 
interaction processes, and consequent frequency measurement, are literally “blind” 
to independent velocities of sources and detectors with respect to the stationary CTF, 
or whether this appears to be true due to the limitations of our current theories. Let 
us analyze the physical processes behind the emergence of multiple longitudinal 
modes (frequencies) from gas laser cavities, because of the inhomogeneously broad-
ened spontaneous emission gain line width, which is approximately 1.5 GHz wide 
for He-Ne lasers [4.1, 4.2]

The Gaussian spectral broadening (frequency distribution) of Ne-spontaneous 
emission, shown in Figure 11.3, is due to Doppler shift caused by random Maxwellian 
velocity distribution of the Ne-atoms within the laser discharge tube. But only those 
spontaneously emitted frequencies succeed in generating sustained stimulated emis-
sion that matches the cavity round trip time τ = 2L/c, which can produce a phase 
delay (2π)ντ as an integral multiple of 2π, or ντ = m, an integer:

 
π ν τ = π τ =m L cm(2 ) (2 ) ; where 2 /  (11.7)

Then the frequency separation δνmode  for a pair of consecutive modes m and m + 1, 
or δm = 1, is

 
δν = δ τ =m c Lmode / /2  (11.8)

If the total spectral broadening due to velocity distribution is νDoplr .  then the number 
of modes N that can oscillate (survive) in an inhomogeneously broadened gas laser is

 
= ν δνN Doplr mode/.  (11.9)

Now, let us carry out a simple conceptual experiment that is quite easy to do in 
the laboratory. One can simultaneously make the spectral display of both the laser 
light and the spontaneously emitted light, collected from the output mirror (along 
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the laser axis) and from the side of the discharge tube, respectively. For a He-Ne 
laser, with ν = GHzDoplr 1.5. , the mode spacing for a 30 cm typical cavity would be
δν = MHzmode 500 . Resolving such spectra would require a high-resolution Fabry–
Perot spectrometer. The separate but simultaneous analyses of the spontaneous and 
laser lights would show curves somewhat like those shown in Figure 11.3.

To understand the frequency spread of spontaneous emission, let us rewrite 
Equation 11.5 for the Doppler shift due to classical source movement. The sharp 
quantum mechanical transition atomic frequency νQM is defined as the source fre-
quency. All the Ne atoms emit the same fixed quantum of energy νh QM . But because 
of the Maxwellian velocity distribution spontv .  of all the atoms inside the stationary 
discharge tube, the evolving photon wave packets acquire many different physical 
frequencies ν ±src.  in the CTF, given by Equation 11.10, just as in the case for sound 
waves in stationary air. This continuous and real physical distribution of spontane-
ous emission frequency spectrum can be displayed by a spectrometer with suitable 
resolution (Equation 11.3):
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Let us now rewrite the classical Doppler shift relation, Equation 11.5, when both the 
source and the detector are moving relative to the stationary CTF. However, let us 

Doppler broadened
Spontaneous

emission spectrum

Narrow
laser mode
spectral
lines

Output Spectra

v1 v2 v3

FIGURE 11.3 Simultaneous spectral analysis of spontaneous and laser light from a He-Ne 
laser validates that Doppler frequency shift due to source-only velocity and detector-only 
velocity are two separate and independent physical effects, even though the mathematical 
expression can be shown to be approximately identical. This is corroborated by the fact that 
the quantum mechanical transition frequency, for both spontaneous and stimulated emis-
sions, remains identical, at least for non-relativistic velocities.
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identify the source frequency as the quantum mechanical transition frequency νQM

and identify the two velocities as that of a spontaneously emitting Ne-atom as spontv .

and stimv . as that of a Ne-atom (detector) undergoing stimulated absorption:
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We can safely assume that for subrelativistic velocities of atoms, they do not alter the 
internal atomic energy levels and hence the intrinsic dipolar frequency during the 
quantum transition between the same identical pair of energy levels, should remain 
the sameνQM . For an atom to be stimulated as a detector, it must perceive the fre-
quency of the passing by stimulating wave packets having the same QM-transition-
allowed frequency νQM . This is impossible in a discharge tube because all atoms, 
emitters, and absorbers are moving with finite velocities in different directions, and 
the frequency of the emitted wave packets are no longer νQM . The moving to-be-stim-
ulated-atoms will perceive them as ν ±det . , rather than νQM . The only way for an atom 
to perceive ν = ν± QMdet .  is when it has acquired the zero relative velocity with respect 
to the distant spontaneous emission contributing atom. According to Equation 11.11, 
the atom to be stimulated must be moving with exactly the same vectorial velocity 
(or zero relative velocity) as the atom that originally emitted the spontaneous wave 
packet. By the time the stimulation process is happening, the spontaneous emission 
contributor is at a very different place and moving with a very different velocity and, 
most likely, would be in the process of getting reexcited for the next round of activ-
ity! One can easily calculate the set of number of those atoms that perceive a cor-
responding set of νspont .  frequencies as exactly νQM  due to their zero relative velocity 
with each other and then contribute to the stimulated emission. Unfortunately, a very 
large number of moving atoms-to-be-stimulated does not match up with the required 
zero relative velocity, and they perceive the passing-by wave packets as having car-
rier frequencies given by Equation 11.11. (Many other excited atoms, albeit perceiv-
ing stimulating wave packet ν ± δνQM  as exactly νQM , matching the zero relative 
velocity requirement, cannot contribute to the laser energy, because their physical 
carrier frequency ν ± δνQM  does not match the frequency set dictated by the cavity 
round-trip phase-matching condition shown as Equation 11.7. This is why inhomoge-
neously broadened gain media do not make very efficient lasers.)

The relativistic Doppler shift relation (Equation 11.6) will also match the mea-
surable data. It also predicts ν = ν± QMdet .  when relv . is zero. However, Equation 11.6 
cannot help us distinguish between the physically shifted frequency as generated by 
a moving atom and then being perceived as different frequencies due to relatively 
different velocities with respect to each other. According to QM theory, an atom 
would always emit νQM . But the atom’s finite velocity spontv . would always shift the 
frequency to ν ±det . . We know that once an atom has emitted a wave packet, it does 
not have any more physical influence on it. There is no electromagnetic influence 
between the remotely situated emitter and the detector. The detector receives the 
wave packet with the shifted frequency ν ±src.  due to source movement, and this fre-
quency can be perceived by the detector as a further modified frequency ν ±det .  due 
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to its own movement with respect to the stationary vacuum (CTF). The only way 
to exactly determine this velocity is to find a resonant detecting atom νQM , from 
our knowledge of QM, and give it a controlled velocity ± stimv . until it perceives the 
already Doppler shifted ν ±det .  as νQM . Strictly speaking, even spectrometers are sen-
sitive to relative velocity between the incoming wave packet and the wave sustaining 
medium because the phase difference between the replicated beams generated by 
any spectrometers will be altered when the relative velocity is appreciable. So, a 
miniature moving spectrometer can also carry out this job of registering νQM  if it is 
given a velocity exactly equal to the source velocity ± stimv .. Our key point is that a 
QM-congruent analysis and visualization of the physical processes behind the gen-
eration of selective laser mode in a gas laser clearly indicate that the Doppler shifts 
due to source movement and detector movement are separately identifiable.

In preparation for the next section, let us appreciate the origin of a dark spectral 
line, which is the absence of a physical signal, but still provides useful information 
about the atoms and their velocities. If we send white light through a Ne-discharge 
tube (without laser cavity mirrors and the discharge maintained below popula-
tion inversion), a spectral analysis of the transmitted white light will show several 
dark lines at the frequency locations where one would normally find spontaneous 
Ne-emission lines. These dark lines will show the characteristic Doppler broaden-
ing because the Ne-atoms are moving with Maxwellian velocities, and hence, they 
perceive a range of frequencies in the white light as if they are all νQM .

Let us now imagine that this Ne-discharge tube is our new universe, and the 
Ne-atoms are various little galaxy units. The free space between the Ne-atoms in a 
discharged tube is fundamentally the same as that between the excited atoms within 
the stars in the galaxies we study. But, there are also at least three macro differences. 
First, there is a wide variation in the mean free path between atomic collisions within 
the stars. Second, complexity of total physical fields experienced by atoms within 
some specific stars may be appreciably different from others, although spectral anal-
ysis implies that most stars are quite similar. And, third, the CTF through which 
light travels from distant galaxies to our earthly spectrometers may be subjected 
to complex variations beyond our current knowledge that may introduce distant-
dependent variations in the EM waves, including their frequencies. Otherwise, 
within our measurable accuracy, the same set of rules of QM applies to the atoms 
in emission and absorption characteristics in the stars, and for spectral sources in 
our laboratory. This is why the line width characteristics of dark spectral lines in the 
spectra of distant star light are recognizable as those due to the velocities of emitting 
and absorbing atoms within the star. If the star, as a big “discharge tube,” is moving 
with a very high velocity ±starv with respect to the CTF, all the spontaneously emitted 
νQM  constituting the white light from the inner layer will suffer a unique systematic 
line-center frequency shift to ν ±CTF  (now neglecting the Maxwellian Doppler broad-
ening ν ±src. ). The necessary relation for the effective frequency generated in the CTF 
by a moving star can be derived from Equation 11.3 by substituting starv  for srcv . and 
ν ±CTF  for ν ±med . :

 
ν = ν = ν±

−

c
cCTF

QM

star
QM star∓

∓
1 v /

(1 v / ) 1
 (11.11)
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Then the moving earth with its velocity earthv  with respect to CTF will detect various 
absorption line-center frequencies for different galaxies, shifted as:

 
ν = ν

±
±

c

c
earth QM

earth

star∓
(1 v / )

(1 v / )
 (11.12)

Unfortunately, we still have not figured out how to determine the separate abso-
lute velocities of stars and earth. Thus, our measurements of frequency shift,
δν = ν − ν ±QM earth( ), does not give us a decisive tool to ascertain that the measured 
cosmological red shift definitely corroborates as due to Doppler shift, rather than 
some other distant-dependent reduction in optical frequency.

However, for nearby stars within our galaxy, the Hubble red shift is almost neg-
ligible compared to the Hubble data for distant galaxies. But, our technology is now 
advanced enough to measure minute oscillatory Doppler shifts of star light due to 
rotating planets around it. Then Equation 11.11 can help us determine the vectorial 

star
�
v  with respect to stationary CTF by sending out a rocket with a precision spec-
trometer. If we can impart to the rocket a vectorial velocity =rockt star

� �
v v.  (zero relative 

velocity), then the measured frequency of spectral line will match exactly to νQM , 
which we know. Then the rocket has mimicked the velocity of the star with respect 
to the CTF, =rockt star

� �
v v. .

Let us underscore our key point again behind the suggestion for the above 
experiment. The Ne-atoms in a He-Ne laser discharge tube play the roles of both 
emitters and detectors (spectrometers). They clearly demonstrate that the veloci-
ties of the emitters and those of the detectors are identifiable with respect to 
CTF that pervades the space between Ne-atoms, just as between galaxies. Our 
knowledge of cosmological physics has not advanced enough to reject the classi-
cal Doppler shift by relativistic Doppler shift as the final answer. However, it is 
worth noting that the physical process of transferring the frequency to air by an 
acoustic oscillator would definitely be different from an oscillating atom transfer-
ring the frequency to CTF. Unfortunately, current QM formalism does not guide 
us to visualize this physical process. This is a definite shortcoming of QM as it 
stands now.

11.4.4  expanDing univerSe verSuS energy-DiSSipative ctf

The model of the expanding universe derives from the consistently measured distant-
dependent red shift of the line centers of some characteristic dark lines in the spectra 
of stars. The accepted theory assumes a relative velocity relv . dependent Doppler 
shift, which itself is distance x dependent. This is also known as the Hubble’s law, 
where =H h1000  km/s Mpc, h being the fudge factor that can vary between 0.4 and 
1.0 [11.21, 11.22].

 
=
ν
δν =c

H xrelv . 0  (11.13)
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It is also customary to use a red shift parameter z in terms of the relative velocity and 
the measured frequency shift:

 ≡ δν ν = =z c czrel rel( / ) (v / ) v. .  (11.14)

The measured value of z varies widely. For some galaxies, it can go as high as 3.8 
and can be as high as 4.8 for some quasars. The galaxies in the Virgo cluster has z = 
0.004, yielding a velocity relv . = 0.004c = 1200 km/s (see Figure 11.4).

Explaining this cosmological red shift as a relativistic Doppler shift suffers from 
several problems besides distant quasars moving away from us at relv .  = 4.8c. A 
recent discussion on these issues can be found in [11.23–11.25]. Our view is as fol-
lows. First, there is a nagging problem. The measured data for red shift show rather 
wide deviations from the linear distance dependency of Hubble’s law, indicated by 
the fudge factor h for the Hubble constant =H h1000 . So, there are other local phe-
nomena involved, besides just distance-dependent frequency reduction. Second, our 
understanding of the physical processes behind the longitudinal laser mode genera-
tion tells us that the Doppler shifts for optical radiation, due to moving emitter and 
detector, require separate identification of the velocities of the source and that of the 
detector. Rejecting this asymmetric velocity dependence (Equation 11.11) to pre-
serve mathematical elegance and symmetry of special relativity may not be highly 
justifiable. Third, acceptance of relv . between galaxies at staggeringly large distances 
determining the frequency shift implies a basic violation of causality. Light com-
ing to earth for frequency shift analysis from galaxies that lie at distances beyond 
five billion light years, were emitted before the Sun was even born! A causal model 
would assume that neither the velocity of the distant galaxy nor the velocity of 
earth, can influence the frequency of a propagating wave packet, except during 
emission and during measurement. The physical processes at the time of emission 
and at the time of detection are influenced locally by the velocities of the emitter and 

Distance, Mpc

VIRGO
CLUSTER

HST Key Project data

Cluster
nebula in Redshifts

H + K

1,200 kms–1

15,000 kms–1

22,000 kms–1

39,000 kms–1

61,000 kms–1

Distance in
light-years

78,000,000

1,000,000,000

1,400,000,000

2,500,000,000

3,960,000,000

Virgo

Ursa Major

Corona
Borealis

Bootes

Hydra

Dashed line: Ho=68 km/s Mpc

G
al

ac
to

ce
nt

ric
 re

ds
hi

ft 
(k

m
/s

)

201510

2000

1500

1000

500

0

50

(a) (b)

FIGURE 11.4 Hubble’s law and frequency shift spectrographs. (a) Plot of galactic distance 
versus red shift [11.29]. (b) Comparison of different amounts of red-shifted dark absorption 
spectral lines for several galaxies [11.30].
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the detector, respectively. The emitter and the detector cannot influence the proper-
ties of the waves during their transit. Yet, the measurement consistently shows a clear 
distance dependency!

So, our postulate is that the a CTF, which supports the EM wave propagation 
across the galaxy, has a distant-dependent absorptive property causing a very slow 
reduction in the frequency δν = βx, propagating through a distance x, independent 
of the emitting and detecting galaxies, where β represents the characteristic physi-
cal absorptive property of CTF contents. The frequency νCTF  of a propagating wave 
packet, as generated by an emitting atom in CTF, does not remain constant in the 
long cosmic journey; it slowly decreases with distance of propagation. (Note that 
we are neglecting for this part of the discussion the frequency νCTF  has a distribu-
tion [Maxwellian Doppler broadening] around νQM  due to intrastar atomic velocity 
distribution.) Then, using Equation 11.14 we have

 δν = βx ⇒ β = δν/x = (ν/x)z; Or, z = (x/ν)β (11.15)

The corresponding expression for the propagating plane wave can be expressed as

 = π ν −βE x t a t i x tCTF( , ) ( )exp [2 ( ) ]  (11.16)

Now we can derive our distant-dependent frequency loss factor β in terms of H0 by 
using δν as Doppler shift as used by Hubble and our assumption of δν = βx:

 
= = ν δν ν β β = νH x c c x c Hv ( / ) =( / )( ) ( / )0 0  (11.17)

Instead of computing β from H0, one can also down-select a set of data for galax-
ies for which the distances are known without much ambiguity and then derive the 
slope β from δν versus x plot. Then use this β value to compute the distances for 
other galaxies and check whether it makes better sense. This could be a roundabout 
way of strengthening our proposed postulate. For example, z = 4.8 would imply 
much larger distance. If it does not make sense from other analyses, then other local 
effects, intense gravitational field, become relevant discussion issues. The role of 
CTF as a physical field with many complex physical properties should be considered 
seriously.

11.5  MASSLESS PARTICLES AS LOCALIZED RESONANT 
HARMONIC OSCILLATIONS OF THE CTF

Nature allows the existence of EM waves of every possible frequencies continu-
ously from very long radio waves of 1 Hz to all the way up to gamma rays of 
10<20> Hz that are capable of generating electron–positron pairs under appropri-
ate environments. In contrast, particles, whether stable (protons and electrons) 
or unstable (neutron, muons, pions, etc.), all exist as possessing unique and dis-
crete amounts of energy, as if quantized due to some underlying fundamental 
natural process [11.12d]. With our current state of knowledge, all resonances 
require some form of boundary conditions. How can something be quantized in 
an unbound space?
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Let us now assume that CTF also possesses some intrinsic dynamic properties that 
allows it to assume some localized self-looped doughnut-like or similar 3D harmonic 
undulations, of which some could acquire resonant stability within its surroundings, 
giving rise to all the stable and semistable particles. We are suggesting that the gen-
eration of such self-looped harmonic undulations require some nonlinear energetic 
excitation of the CTF, which is yet to be modeled and understood. This is different 
from the generation and propagation of EM waves induced by linear oscillation of 
some dipole. Such oscillation can be pushed away by the CTF to restore its original 
stationary state, giving rise to the perpetual motion of the waves. Such a conjecture 
is strengthened by the fact that from macro-classical to micro-quantum world, a very 
large number of phenomena consists of measuring and mathematically analyzing 
resonance phenomena. Watches for keeping “time” and LCR circuits for radio emitters 
and receivers are some examples of classical resonances. Measurement and analysis 
of stimulated absorptions and emissions from visible light to gamma rays by the 
appropriate entities like molecular, atomic, and nuclear resonance processes under-
score the key success stories behind the evolution of QM formalisms. The universe is 
basically full of resonances as the root of their existence, and their associations and 
dissociations are more resonances guided by the principle of acquiring minimum 
possible energy states [11.12a,b,c,d].

Stable particles being localized self-looped resonant oscillations, they will 
remain stationary in space unless acted upon by some potential gradient in the 
CTF within the vicinity of the particle. This provides a rationale behind the 
observational validity of Newton’s laws of motion. As long as the sum total 
perturbations at any local point do not exceed the linear restoration capacity of 
CTF, the linear waves will move through each other without perturbing each 
other’s field amplitudes. This is another way of appreciating the existence of 
the universal NIW-property, valid for EM waves. This is not true for parti-
cles, as they have developed some structure due to their self-looped harmonic 
oscillations.

One can hypothesize that the spin quantization is one of the required proper-
ties to provide resonant stability to the 3D self-looped oscillations that will always 
have a preferred axis within the 3D CTF. Under the dynamic motion of CTF, its 
intrinsic properties, ε−01 and µ0, possibly become manifest as charge and magnetic 
moment gradients, the critical properties of all particles. The resonant (long-lived) 
and semi-resonant (short-lived) particles should possess a set of quantized energy 
values defined by all the intrinsic properties of CTF. In fact, the energy values of 
most of the particles have recently been found [11.12d] to actually possess an integer 
relation in terms of internal energy of an electron multiplied by α −(2 ) 1, where α is 
the fine structure constant and l is an integer:

 
= α α = ε µ− − −E E l e hp

rst
el
rst (2 ) ; where ( /2 )( ).

.
. 1 2

0
1

0
1/2  (11.18)

Here, Eel
rst

.
.  and Ep

rst.  represent internal (or rest) energy of electrons and particles, 
respectively. This implies that the electronic charge e and the Planck’s constant 
h are also two more intrinsic properties of CTF, which play key roles in bringing 
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out the quantumness in the material universe through self-looped resonant undu-
lations. The unit of quantum h being “erg.sec,” it supports the hypothesis that the 
energy and the undulation periods of self-looped 3D resonant oscillations are 
interrelated due to the success of the relation = νE h .

Note that the identities of the particles are expressed, as is conventional, in 
terms of their rest energy of the 3D oscillation, not in terms of Newtonian mass. 
Further, the energy is still contained by the CTF; particles are its excited states 
only. The manifest oscillations and the concomitant properties, internal and 
around, represent the identity of the particles. Particles do not exist without the 
CTF, just like the propagating EM waves do not exist without the CTF. Waves and 
particles represent different manifestations of the same CTF energy. The energy is 
still contained within and by the CTF. But the different kinds of oscillations allow 
for rule-driven interactions between them through energy exchange, and undergo 
consequent physical transformations, which still remain as modified waves and 
particles. Our model of particles as 3D oscillation of CTF automatically implies 
that they cannot possess any Newtonian property like mass. Thus, we do not need 
to find how the particles acquire mass. They are stable in the CTF as local oscilla-
tions and hence they should naturally display inertia against any attempt to move 
them. In other words, we need to hypothesize the origin of the forces between 
particles that move them.

11.5.1  four forceS aS graDientS impoSeD on ctf 
arounD localizeD oScillationS (particleS)

We have postulated that the particles are 3D self-looped harmonic oscillations [1.8], 
but generated by some nonlinear process. Thus, the local CTF field is content that 
the imposed perturbation is perpetually moving away with the velocity c, just like 
the propagating EM waves generated through linear perturbation. We now postulate 
that the nonlinear physical processes that generate these different kinds of high-
energy self-looped waves also give rise to several different kinds of potential gra-
dients around these elementary particles. And four of those gradients represent the 
physical causes behind our currently discovered four forces. The complexities of the 
structures of the oscillations of the particle determine the structure of the potential 
gradients around them. It is difficult to visualize how one can quantize these various 
potential gradients. Quantization comes from the fundamental structural stability of 
the various 3D oscillations and their assemblies and the consequent allowed quan-
tized energy exchange between them.

We can separate out the gravitational force as purely a mechanical depression 
like the negative potential gradient imposed on the CTF around particles. So gravita-
tion is universally attractive, where G is the intrinsic property of CTF that becomes 
manifest as the potential gradient. In contrast, the electromagnetic force gradients 
are generated only around charged particles. Perhaps, stable particles are doughnut-
shaped oscillations of the CTF. The gradients of opposite polarity are imposed by 
outside-in and inside-out spiralling oscillations. These two forces are long range, and 
hence the gradients extend far out from the particle vortices, which are also linearly 
additive based on the number of particles in the assembly. The two nuclear forces 
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have been found to be very short range and are quite complex [11.31]. Thus, just like 
the EM waves and the particles are emergent properties of CTF as different kinds 
of oscillations, the four forces are also associated emergent properties (gradients) of 
the same CTF. Thus, CTF provides a common substrate to restart the development 
of a unified field theory.

11.5.2  Wave–particle Duality for particleS anD locality of 
SuperpoSition effectS betWeen particle beamS

Albeit generated through some nonlinear physical processes, the harmonic undula-
tions of particles of internal energy E have been captured by Schrodinger for free 
particles as

 − = − π =iEt i f t E h fin in�exp( / ) exp[ 2 ( ) ]; where ( ). .  (11.19)

If we assume that a stable particle of energy E exists as some form of 3D structural 
oscillation of the CTF of an internal resonant frequency ( fin. ) as spiralling doughnuts. 
Schrodinger’s expression, − = − πiEt i f tin�exp( / ) exp[ 2 ( ) ]. , represents a real physical 
undulation. It does not represent either a plane wave or “an abstract mathematical 
probability amplitude.” The apparent “hidden parameter” is this physical frequency 
of oscillation already built into QM formalism. The phase of this oscillation becomes 
a critically important parameter when more than one particle tries to exchange energy 
with the same quantum mechanical particle needing a discrete amount of energy to 
undergo QM-allowed transition, which is behind the superposition effect.

We can now rewrite Equation 11.18, using Equation 11.19, in terms of rest-
frequency ratio of particles-to-electrons, as in

 = α −f f lp
in

el
in (2 ).

.
. 1

 (11.20)

The internal frequency for an electron can be computed from =E h fin( ).  as 
≈ < >fel

in 1.23 20.
. . This also appears to be in the range of highest frequency gamma 

rays that can be converted into electron-positron pair while being scattered by some 
nucleon. For CTF, this appears to be the possible boundary between linearly pushable 
gamma-wave-frequency and localized nonlinear self-looped frequency of electron and 
positrons.

One can now appreciate that the heuristic concept of de Broglie wave or pilot wave 
is not necessary to understand why harmonic phases embedded in Schrodinger’s ψ 
plays such a vital role in all of quantum mechanics. ψ represents the stimulation 
of a particle (in complex representation) for a single quantum transition, and ψ ψ∗  
represents energy transfer as a real-number for a single event (a quadratic process). 
Further, there is a very brief quantum compatibility-sensing interval built into the 
mathematical step ψ ψ∗  (1.49; see also Chapter 3). During this time interval, all other 
ever-present and randomly passing-by particles and waves also try to share their 
energy by inducing their own stimulations onto the same particle, making ψ statisti-
cally dependent on the background fluctuations. These background fluctuations can 
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rarely match the QM resonance in strength and induce the QM-compatible strong 
linear undulations, but they can still perturb the stimulation process and share min-
ute amounts of energies. Since we can never track and quantify these innumerable 
background stimulants, all QM formalisms will always have to remain statistical 
forever. This is, of course, already built into the current QM formalism as the step of 
taking ensemble average < ψ ψ >∗  [1.49].

We know that stable elementary particles remain stable even when they are accel-
erated to reasonably high velocities with high kinetic energy. Hence, their acquired, 
continuously variable, kinetic energy, most likely, has some separate manifestation 
than interfering with the internal 3D oscillations of CTF of energy =E h fin in( ) ( ). , 
which is at the root of its stability as a particle. More research would be needed 
to delineate this point. The particle’s internal 3D oscillations, as a stable unit, are 
tied to all the various tension components built into CTF. Let us then postulate that 
stable particle oscillators can assume another kind of simpler 3D harmonic oscilla-
tion of frequency, fk , associated with its acquiring translational kinetic energy as,

=E mk v /22 . Or,

 
= =E m h fk kv /2 ( )2

 (11.22)

Then, we can create a fictitious wavelength parameter λk  using the logic that the 
particle travels a distance λ = −fk kv ( )1  while completing one cycle of its kinetic 
oscillation for a given velocity, which facilitates the kinetic movement through CTF, 
initiated by some force gradient in the CTF.

 
λ = λ = = =f f h m h pk k k k( )( ) v ( ) v/( ) v/( v /2) 2 /2  (11.23)

Note that our heuristic derivation gets λ = h pk 2 /  instead of λ =k h/p derived by de 
Broglie [11.32, 11.33]. The reason behind separating fk  from fin.  can be appreci-
ated from the fact that a particle with zero velocity (momentum) cannot represent 
itself with infinitely long wavelength parameter λk . It becomes infinity when the 
kinetic energy (velocity) becomes zero. Thus, de Broglie λk  is a nonphysical param-
eter. But our proposed fk  tends to zero just as the kinetic energy tends to zero: 

= =E m h fk kv /2 ( )2 , m representing inertia. 
We will now use this proposition to explain the phase-dependent superposition 

effects due to superposition of phase-steady (mono-velocity) particle beams. Since 
particle–particle interactions are also driven by two steps, phase-sensitive complex 
field–field stimulations as ψ, followed by energy exchange through the recipe ψ ψ∗
, we can now appreciate superposition effects due to particle beams as localized 
interactions between harmonically oscillating multiple particles arriving simultane-
ously, stimulating the same detecting molecule, and all of them trying to transfer 
some of their energy, which would mathematically appear to be like phase-depen-
dent interactions or a superposition effect. The sharing of the quantity of the kinetic 
energy between any interacting particles is guided by the type of interaction. If the 
particle (detector) is being stimulated or is a resonant quantum entity, it will fill up 
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its quantum cup by accepting the necessary amount of energy from all the donor 
stimulators present simultaneously as per QM recipe.

As depicted in Figure 11.5, monoenergetic particles with velocity v and corre-
sponding kinetic frequency fk , arrive at location P in the detectors surface with 
distinctly two different phase information, πi f tkexp[ 2 ( ) ] and π + τi f tkexp[ 2 ( )( )], 
due to their distinctly different propagation path delay. If χ is the linear response 
characteristic of the detecting molecules and the same molecule (or their assembly) 
experience two stimulations,ψ = χ πi ftkexp[ 2 ]1,2 1,2 , then the spatial distribution of 
energy transfer and consequent transformation experienced (fringes registered) by 
the detector would be given by

 
τ = χψ + χψ = χ + χ = χ + π τπ π +τD e e fi ft i f t kk k

( ) 2 [1 cos2 ( ) ]1 2
2 2 2 ( )

2
2  (11.24)

The absorbed energy comes from both the stimulating particles exp[ 21,2ψ = χ πi
]1,2ftk ; QM formalism of Equation 11.24 clearly implicates this. Trajectories of 

the individual particles are not mysteriously redirected by some unknown force 
to create the fringes. The two different stimulating phases χ πi f tkexp[ 2 ( ) ]1,2  are 
two causal signals brought by two real particles arriving simultaneously to stim-
ulate the same detecting molecule at P. They have traveled different distances, 
τ = −r r( )/v2 1 , where r2  and r1 are two distances to the same detector at the point 
P from the two slits.

If our postulate is correct that phase-sensitive superposition effect generated by 
particle beams is due to particles acquiring harmonic oscillation fk  due to veloc-
ity v, then it may not be impossible to generate the same kind of superposition 
fringes by sending two different kinds of particle beams having the identical kinetic 

Stream of mono-
energetic particles

Detecting
molecules
must receive
simultaneous
stimulations,
in-or out-of-
phase, by
more than
one molecule
at a time.

Double slit

δτ = (r2 –r1)/v

r2

r1

FIGURE 11.5 Understanding two-slit particle-beam superposition effect as due to multiple 
particles arriving in-phase and out of phase at different locations and correspondingly trig-
gering very strong, very weak, and phase-dependent energy transfer to detecting molecules. 
The detecting molecules absorb energy according to the QM recipe, the square modulus of 
the sum of all the simultaneous stimulations it experiences.
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frequency through the two slits. Then the detecting particle will experience two dis-
tinctly different and causal amplitude stimulations χ πi f tkexp[ 2 ( ) ]1,2 1,2  and absorb 
energy that accordingly producing fringes of visibility less than that obtained using 
the same kind of particle. This would clearly establish that the postulate, single-
particle interference, is not a causality-congruent hypothesis. We should under-
score again that the detecting molecule must be a resonant energy absorber, which 
first experiences amplitude–amplitude stimulation and then extracts energy from 
all the stimulating fields (particles). This, of course, is already built into Equation 
11.24, which is mathematically similar to light-detector stimulation.

Let us review the situation more critically. To bring back hard causality, we have 
posited that stable single indivisible particles, while propagating in a force-free 
region, cannot distribute their arrivals in some well-defined patterns, which can be 
modeled analytically as due to two distinctly different physical path delays [1.26]. 
Simultaneous stimulation of the same detecting molecule by two or more particles is 
critical for in-phase or out-of-phase excitation and is behind the generation of super-
position effects due to particle beams. This is because, unlike EM waves, individual 
particles are not divisible and cannot diffractively divide as a classical coherent wave 
front does. Therefore, the only possible way to explain the phase-driven superposition 
effect generated by detectors is to assume that a detecting particle must have a finite 
time of interaction to get stimulated before any quantum transition takes place. During 
this very short interaction period, if two exciting particles with opposite phases (of 
internal undulations) are superposed on a detecting particle, the detecting particle 
cannot be stimulated just as it happens when two EM undulations of opposite phases 
cannot stimulate a photo detecting molecule. What does this mean to fringe qual-
ity in particle–particle superposition experiments? Since most particles arrive with 
enough energy to be detected by the detecting particles, the “bright fringe” peaks will 
have relatively more “clicks” than the dark fringe minima. For dark fringe minima 
to remain “zero” after a prolonged exposure, the stimulating particles must always 
arrive in even numbers with opposite phases to keep the detector particle from regis-
tering them at all. This is statistically almost impossible. In other words, our analysis 
implies that the minima in a two-slit particle diffraction experiment can never register 
“perfect zero” even with the best possible experimental attempts.

 = − +I I I IV ( ) / ( )max min max min  (11.25)

So, we are copying here in Figure 11.6, the classic two-slit neutron diffraction pattern 
by Zeilinger et al. [11.34] as modified in Figure 7 of Reference [1.26]. The visibility 
of the cosine fringes, instead of being unity, is steeply degrading with the angle 
starting from the center to the edge. For a recent experiment with heavy molecules, 
consult [11.34a]. Even at the center the visibility is only 0.6, far below unity. In the 
middle (third fringe from the center), the visibility is between 0.27 and 0.32. It is 
practically zero at larger angles, even where the accumulated count is close to 300. 
In an optical two-slit experiment, one can easily register unit visibility fringe [6.9]; 
computed two-slit fringes are shown [11.35] at the bottom of Figure 11.6.

Another way to validate our proposed explanation for superposition effect due to 
particle beams would be as follows. Assume we are using a mono-energetic beam 



217NIW Property Requires Complex Tension Field (CTF)

FIGURE 11.6 Comparison of double-slit diffraction patterns due to neutrons (upper curve; 
experimental) and optical (lower curve; computed). A classic double-slit neutron diffraction 
pattern by Zeilinger et al. [Figure 7 in Reference 11.34] as presented earlier [1.26]. Note that 
the visibility of the fringes even at the center of the pattern is barely 0.6, which indicates the 
detection (arrival of) a large number of neutrons at the null regions. We explain this as arrival 
of some random single neutrons besides simultaneous arrival of even number of neutrons 
with opposite phases. The phase we hypothesize is due to some actual sinusoidal undulations 
of the particles that dictate interactions capability with the detectors. The opposite phases 
required to generate the null fringes is not due to de Broglie pilot waves.
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FIGURE 11.7 Fizeau found a clearly measurable positive fringe shift quite close to that pre-
dicted by Fresnel using a two-way circular interferometer while imparting velocity to water 
in the tube. The fringe shift implies that the ether (CTF) is being dragged by moving water.
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of Rb atoms through a two-slit system. The far-field detection plane contains a thick 
high-resolution photographic plate. The arrangement is such that the development 
of the photographic plate will show black and white fringes as predicted. The next 
question is as follows: Are the bright lines (the zeros of the fringe pattern in the 
photographic negative) completely free of Rb atoms? We suggest that this plate be 
illuminated by 780 nm laser beam to generate resonant fluorescent spontaneous 
emission, which can be recorded as a one-to-one quantitative image. Our prediction 
is that the distribution of Rb fluorescent intensity will resemble approximately the 
superposition of two slightly displaced Gaussian beams as classical bullet theory 
would predict.

Thus, by imposing interaction process visualization epistemology and assuming 
particles as 3D localized undulations, we find that QM has more realities built into 
it than the Copenhagen Interpretation has allowed us to imagine. Our hypothesis, 
particles as 3D-localized oscillators, safely removes the wave–particle duality for 
particles, just as we have established for photon wave packets in Ch.10. Superposition 
effects due to EM wave beams and particle beams are two distinctly different but 
causal phenomena. The commonality derives from the detectors being quantum 
mechanical. The measured superposition effects are generated by resonant detec-
tors due to phase-dependent joint stimulations induced by more than one physical 
beam. Detectors with different intrinsic properties will generate different types of 
superposition pattern for the same set of beams. The quantumness observed in the 
data is due to the quantum mechanical energy absorption properties of the detectors 
used. Superposition of radio waves on an LCR-detecting circuit does not show any 
quantumness.

11.6  CTF-DRAG AND SPECIAL RELATIVITY

11.6.1  iS ctf four DimenSional?

Does CTF need to be four-dimensional? We have already proposed CTF as a physical 
tension-filed representing the entire 3D space that we call vacuum. Thus, we need to 
address the issue whether there is a physical running time that we need to incorpo-
rate and then make CTF as a 4D-field, or not. Interaction process-guided thinking 
encourages us to question the physical process behind the measurement of a physical 
parameter we use in any practical theory. We have already discussed in Section 11.2.2 
that we have not yet discovered any physical object that possesses running time t as 
one of its primary physical parameters. Does CTF possess t as one of its primary 
physical parameters such as , , and0

1
0ε µ α− , which can be dilated and contracted? We 

have already proposed that its physical properties generate various types of its own 
undulations (propagating waves and doughnut-like localized oscillation) of different 
frequencies. And we have been measuring some of these frequencies to define the 
secondary parameter, a time interval, δt = 1/f. We create the semblance of running 
time by counting larger and larger number of oscillations, Δt = Nδt.

What about observation of the extended lifetime of muons? It is quite logical 
to hypothesize that the lifetime of an off-resonant 3D oscillation is enhanced 
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due to its high kinetic velocity-induced oscillation, somewhat like the extra 
stability enjoyed by a biker as his wheels spin faster and faster. Muon’s kinetic 
frequency may have altered, but its clock has not changed, because it does not 
have a clock.

If CTF is not four-dimensional, then the old ether drag question is brought 
out again [11.1]. We need a self-consistent explanation for all the traditional ether 
drag experiments: (1) Bradley telescope parallax for stars due to Earth’s motion, 
(2) Michelson–Morley null experiments to detect earth’s motion around the Sun, 
(3) positive and negative Fresnel drag experiments for moving and nonmoving 
medium within an interferometer, and (4) positive results of Signac’s rotating 
ring gyro interferometer. All these experiments can be accommodated with two 
different hypotheses. One hypothesis could be that all material particles, or their 
assembly, like Earth and all stellar objects, drag the CTF in their immediate 
vicinity, which means that the drag should terminate at some distance that can 
be verified and mathematically modeled. The laboratory frame and CTF are then 
mutually at rest with respect to each other near the surface. If this assumption 
is correct, then CTF in the intergalactic spaces must be stationary. Then, CTF 
should be experiencing intergalactic shear velocities between planets and stars 
and galaxies. The effect will be to introduce minute second-order transverse 
Fresnel drag on the star light traversing through intergalactic and interplanetary 
spaces.

The other assumption would be that material particles, and their assembly, like 
all major stellar objects, do not drag CTF. But CTF remains perfectly stationary 
within and all around stellar objects and individual particles. We intuitively prefer 
this second hypothesis that matches with our understanding of EM waves and does 
not drag CTF. The CTF just pushes away the perturbed undulating gradient imposed 
in it. In the same way, the particles are 3D oscillations of appropriate field gradients 
in the CTF; but the CTF itself is not moving. However, we believe that whether CTF 
is dragged or completely stationary, it is still an unsolved problem. We discuss below 
only the Fresnel drag experiment, along with our own experiment, since it shows 
both positive and null drag under different conditions.

11.6.2  poSitive freSnel’S ether-Drag, aS meaSureD by fizeau, takeS place 
only When Water moveS With reSpect to the light Source!

Fizeau designed a brilliant two-way circular interferometer [11.36], somewhat like 
that of the Signac, to test Fresnel’s proposition and to obtain a positive result by 
giving a finite velocity to the water inserted inside the interferometric path. The 
approach also avoided any controversy that could have been introduced by the four 
different velocities of the Earth due to axial spin, orbital rotation around the Sun, 
and the rotation and the translation of the Sun in our Milky Way, which rotates 
and translates in the cosmic space. Fizeau nullified these motions by using a bi-
directional circular propagation path for light in his interferometer (Figure  11.7)! 
Fresnel derived his proposed drag based on arguments of electromagnetism consist-
ing of two components, (1) stationary ether with the velocity determining factors for 
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free space ε0and µ0, and (2) the changes on the values of ε0  and µ0 due to polariz-
ability of the moving dipole assembly of the material [11.37]:

 
′ = ± −
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This is also derivable from Einstein’s velocity addition theorem, neglecting ( cv /2 2) 
terms:
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11.6.3  null freSnel Drag in the abSence of relative velocity betWeen 
the interferometer light Source anD the material in itS armS

It is clear from the positive Fresnel drag result that there is a partial increase and 
decrease of the velocity of light in moving water. In other words, the moving water 
does drag light. The question is whether it positively establishes a drag of ether (or 
CTF), as is generally believed and is also supported by the velocity addition theorem 
of Einstein (Equation 11.26). It is also possible, as per Fresnel’s original assumption, 
that it has nothing to do with ether (or CTF). So, we wanted to test whether the axial 
spin velocity and the orbital rotational velocity of the Earth around the Sun can 
introduce any Fresnel drag due to a block of glass inside an interferometer. Either 
completely stationary CTF everywhere, or complete drag of CTF on the surface 
of the earth, should produce null result. However, we recognized that we cannot 
emulate Fizeau’s two-way ring interferometer of Figure 11.7 for our experiment. It is 
null by design made by Fizeau, as mentioned earlier. So, we set up a simple Mach–
Zehnder interferometer with a glass block in one arm and air in the other. This is a 
one-way comparator interferometer shown in Figure 11.8. The light source and the 
glass block remain relatively stationary to each other on a small optical table sitting 
on a turntable free to rotate 360°.

We have carried out this one-way comparator interferometer experiment, 
and the result was null, =fringe 0!, as we expected. Only high relative velocity 
between CTF and Earth could have produced positive result (fringe shift). The 
results are shown in Figures  11.8 and 11.9 [4.14]. The stationary glass block 
had a length of 11.5 cm, which should have produced a shift of about 57 fringes 
due to Earth’s 30km/s orbital velocity as we rotated the interferometer by 180°. 
The rotation was such that in one orientation, the laser beam travels through the 
glass block from the east to the west direction, then from the west to the east 
direction.

Of the two possibilities, a fully dragged CTF, or a completely stationary CTF, 
both states can accommodate the null results of Michelson–Morley and the 
Theory of Special Relativity. Further, our inability to interferometrically mea-
sure the relative velocity between the Earth and the Sun also implies that CTF 



221NIW Property Requires Complex Tension Field (CTF)

is completely stationary between the Sun and the Earth. The velocity addition 
theorem of special relativity applies to Fizeau’s experiment when there is a rela-
tive velocity between the light emitter (source) and the delay-generating mate-
rial medium (flowing water). The Earth’s velocity with respect to the Sun is not 
experienced by our glass-block because of complete drag of CTF, or complete 
stationary state of CTF. It makes the relative velocity between the light source 
and the glass-block zero. An alternate way of saying is that water moved relative 
to stationary CTF in Fizeau’s experiment, but our glass block remained stationary 
with respect to CTF. These experiments cannot discern between the two hypoth-
eses: (1) CTF is stationary around the Earth (ether drag) and (2) CTF is stationary 
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FIGURE 11.8 One-way comparator for relative phase-delay between two arms of a 
Mach–Zehnder interferometer. One arm contains air, the other arm contains a glass block. 
The purpose was to find out the relative phase delay due to Fresnel drag by the glass block that 
could be introduced due to the orbital velocity of the Earth. As expected from the ether drag 
hypothesis, the result was null [4.14]. The sketch in (a) shows experimental arrangements; that 
in (b) shows the numerical computation that there would have been a 57 fringe shift if that 
CTF were not stationary with respect to the Earth’s surface.
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everywhere universally. We are accepting the second hypothesis to accommodate 
the constancy of c everywhere. However, high-altitude satellite-based experi-
ments are being considered.

11.6.4  Do We really unDerStanD the phySical Significance 
of the velocity aDDition theorem?

We have seen in the last section that in interferometric experiments, relativistic 
velocity addition theorem works only if the there is a relative velocity between the 
light source and the delay-inducing material in the interferometer arm. We cannot 
detect any influence of the Earth’s orbital motion by this method. So, it is worth 
pondering over the limitations of working theories. If we do not fully understand 
the deeper physical meaning or process of a working theory, it is legitimate for us to 
question the utility of the foundational hypotheses behind such theories until we start 
understanding the invisible interaction processes that is being mapped by the work-
ing theory. If we cannot discover any interaction processes behind the phenomenon 
modeled by the theory, it is legitimate to question whether the theory really predicts 
the correct measured result by coincidence or not.

Consider a simple example of a pair of two-story-high escalators: one is stationary 
and the other one is moving up as normal. A stationary observer from the top floor 
(the building as the inertial frame of reference) is computing the absolute and relative 

Light traveling from east to west Light traveling from west to east

FIGURE 11.9 The relative velocity between the Earth and the Sun does not produce any 
Fresnel drag. Demonstration of the experimental null result of Fresnel drag due to a stationary 
glass block (foreground) in one arm of a Mach–Zehnder interferometer when the source is on 
the same turntable. Unmoved fringes are visible in the background (fixed stationary screen 
on the interferometer table), while the interferometer base was rotated through 180° sitting 
on a turntable [4.14].
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velocities of two persons walking up two separate elevators with absolutely identi-
cal personal speed, say, two-elevator-steps per second. Obviously, to the observer, 
the person walking on the moving elevator will have faster relative velocity than 
the person walking up the stationary elevator. The observer, of course, can apply 
the velocity addition theorem for the person walking up the moving elevator. At low 
velocities of the elevator and the walking person, Einstein’s velocity addition theo-
rem converts to the Galilean velocity addition theorem as we do in our daily lives. 
If I now imagine that the speed of the moving elevator and that of both the robotic 
persons have increased very close to that of light, of course, we will now claim that 
the velocity-addition theorem will work because it has been found to work for accel-
erated elementary particles. Does it really matter from the perspectives of the two 
persons? Both of them have been walking with the same speed (low or very high) 
with respect to the elevators! Would the electromagnetic properties of the body mol-
ecules of the person walking on the moving elevator behave differently than those of 
the person walking on the stationary elevator? Their movements relative to the local 
CTF becomes a relevant issue. The answer is yes, and Fresnel drag already estab-
lishes that the effective dielectric constant does change.

11.6.5  exiStence of ctf may be corroborateD by 
atomic corral recorDeD by afm pictureS

We already know that atoms and electrons do not have sharp boundaries. The advent 
of nanotechnologies are now giving us deeper glimpses behind the workings of atoms 
and molecules. Consider the two corrals of atoms arranged by nanotip tools and pic-
tured by scanning AFM. The extended boundaries of all the atoms clearly influence 
each other to create superposition patterns of resultant extended field gradients, which 
implicates harmonic oscillatory phase gradient behavior even when their center of 
oscillation is stationary (Figure  11.10). The symmetric patterns of extended fields 
around the arranged atoms clearly indicate that organized collective extension of 
the oscillatory fields of the patterned atoms can be considered as modified CTF that 
appears to stay with the array of atoms. However, such patterns do not help us resolve 
the issue whether CTF itself is mobile with moving atoms, or only the field-gradients 
move, just as it is for EM waves, while CTF itself remains stationary. Of course, the 
extended beautiful superposition patterns of field gradients have been facilitated by 
other atoms on the surface of the substrate. But, the extended influence of the fields 
due to the symmetrically placed individual atoms through many atomic distances 
is clear. From our existing knowledge of atoms getting self-organized to form crys-
tals out of solutions, the corral pictures below make perfect sense as extended guid-
ing fields for new arriving atoms. These recorded corral patterns, extending beyond 
many atomic diameters, were stationary in the lab; otherwise, these slow meticulous 
measurement could not have been registered [11.38–11.42]; 30 km/s Earth’s orbital 
velocity clearly did not distort these corral patterns. So there is no local drag of CTF 
at the atomic dimension, just as it is for the macro surface of the Earth.

However, it is worth pondering over the root cause behind the emergence of 
the stationary, superposition effect-like wave pattern in the corrals, which vary 
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depending on the physical arrangement of the single atoms. One can propose a ratio-
nal hypothesis that the atoms, being assembly of oscillating elementary particles, 
display some kind of localized but harmonically changing spatial gradients of the 
CTF of finite extent. This oscillatory spatial gradient around each atom die out 
after certain distance. It is the superposition of these extended but localized oscil-
latory potential gradients of CTF due to the orderly array of atoms that generate the 
wavy corral patterns. In other words, the appearance of a pair of image-like single-
atom bumps within the race-course-like corral (Figure 11.10b) do not represent any 
“virtual atom” [11.38], but in-phase superposition of oscillatory gradients due to all 
the neighboring atoms.

11.6.6 concluDing commentS

On the basis of the observation that EM waves do not interact with each other like 
tension-field-based classical waves, we have revived the old ether, but as a pure but 
complex field containing diverse attributes necessary to accommodate EM waves 
as a perpetually propagating wave and particles as localized resonant self-looped 
oscillations. This model clearly finds distinctly different, but causal, physical expla-
nations for various physical phenomena along with potential experiments to validate 
or invalidate the CTF hypothesis.

This is a comparatively more speculative chapter, especially since we have left 
to the readers to develop a comprehensive mathematical model for the emergence 

(a) (b)

FIGURE 11.10 Quantum corrals of atoms in many different arrangements recorded by 
Scanning Tunneling Microscope (STM). The reader should note that there are spatially 
extended stationary but superposition-effect-like oscillations of the measured AFM signals 
around the measured atomic fields, which are stationary. One can postulate that each atom 
is a localized oscillation of the CTF, which creates phase-oscillating potential gradients 
around it. Superposition of many stationary but harmonically oscillating potential gradients, 
corresponding to the periodically arranged atoms, creates the spatially periodic superposi-
tion patterns. Stationary states of these various superposition patterns extending over many 
atomic distances implies that the CTF, which supports all these oscillatory gradients, must 
be spatially stationary with undulating local field values. The CTF (ether) is not dragged by 
atoms [11.41].
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of stable resonant nonlinear particle-oscillations out of the proposed CTF. However, 
the strength of the advocacy for the CTF model derives from the very broad concep-
tual continuity it brings among diverse observable phenomena in the universe as a 
new platform to develop different possible unified field theories. It provides simple 
causal explanations for EM waves as classical linear sinusoidal oscillations of the 
CTF. The waves are simply excited states of CTF; energy remains in the CTF. The 
natural tendency of a tension field is to persistently propel away any external per-
turbation energy imposed on it so that its perturbed location can restore its nascent 
state; because it does not possess the physical mechanism to assimilate the external 
perturbation energy on its own. The particles are also undulations of the same CTF 
through some nonlinear perturbation; again, the energy is still held by CTF, elimi-
nating the need for Dark Energy and Dark Matter. 100% of the energy is retained 
by the CTF. The quantumness in the universe arises from the need for stability of 
the particles and their stable assemblies as localized, doughnut-like self-looped reso-
nances. Their resonant stability allows them to stay-put in the same place and con-
forming to Newton’s first law of motion. Until they experience different kinds of 
“pushing” or “pulling” potential gradients imposed on the CTF by different kinds of 
their own self-looped nonlinear oscillations. These potential gradients are the differ-
ent forces we experience and conforms to newton’s second Law. Most of the interac-
tions are driven through amplitude-amplitude resonant stimulations (Schroedinger’s 
“psi” function) before the interacting entities can exchange quantum cupful energies 
as “Psi-star-Psi” out of the other excitations of the CTF, while acquining another 
stable resonant state. Presence of almost infinite number and types of undulations all 
around them introduce the inherent quantum statistical fluctuations in the interac-
tants while they are going through the processes of amplitude stimulation and energy 
exchange. We do not need ad hoc postulates like non-locality, non-causality, wave-
particle duality, delayed choice, etc. CTF makes the universe quite causal while 
eliminating the need for mystical postulates.
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12 Evolving Scientific Inquiry

 1. “For the mind of man is far from the nature of a clear and equal glass, wherein 
the beams of things should reflect according to their true incidence, nay, it 
is rather like an enchanted glass, full of superstition and imposture, if it be 
not delivered and reduced. For this purpose, let us consider the false appear-
ances that are imposed upon us by the general nature of the mind.” —Francis 
Bacon, Idol [12.1a,b]

 2. “It is the theory which decides what we can observe.” —Albert Einstein; 
quoted by Werner Heisenberg [12.1c].

 3. “The basic trouble is that many quite different theories can go some way 
to explaining the facts. If elegance and simplicity are … dangerous guides, 
what constraints can be used as a guide through the jungle of possible theo-
ries? … The only useful constraints are contained in the experimental evi-
dence. Even this information is not without its hazards, since experiment 
“facts” are often misleading or even plain wrong. It is thus not sufficient to 
have a rough acquaintance with the evidence, but rather a deep and critical 
knowledge of many different types, since one never knows what type of fact 
is likely to give the game away.” —Nobel laureate Francis Crick [12.1d]; this 
is also quoted by Nobel laureate Philip Anderson [1.14].

 4. “How can we understand the world in which we find ourselves? How does 
the universe behave? What is the nature of reality? Where did all this come 
from? Did the universe need a creator? Most of us do not spend most of our 
time worrying about these questions, but almost all of us worry about them 
some of the time. Traditionally these are questions for philosophy, but phi-
losophy is dead. Philosophy has not kept up with modern developments in 
science, particularly physics. Scientists have become the bearers of the torch 
of discovery in our quest for knowledge.” —Steven Hawkins and Leonard 
Mlodinow [12.1e].

 5. “… Such crude anthropic explanations are not what we have hoped for in 
physics, but they may have to content us. Physical science has historically 
progressed not only by finding precise explanations of natural phenomena, 
but also by discovering what sorts of things can be precisely explained. 
These may be fewer than we had thought.” —Steven Weinberg [12.1j].

12.1  INTRODUCTION: WHY A CHAPTER ON METHODOLOGY 
OF THINKING IN A BASIC BOOK ON SCIENCE?

Discussing the issues related to the methodology of our scientific inquiry is an 
unusual chapter in a basic book on science. But the necessity of such a risky venture 
is justified by the cited quotations from thoughtful people who also have contributed 
substantially to advance human thinking and science. The collective sense of the 
quotations is that we have not yet successfully articulated a methodology of thinking 
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that can keep us on the right path while we continue to seek out the ontological real-
ity of nature.

Let us start with Francis Bacon (see quotation #1) [12.1a,b] who formalized 
the model of thinking behind the rapid evolution of Western Science through the 
structured approach of using hypothesis–theory–observation, which is continu-
ing to yield great successes. Yet, right from the beginning, he alerted us that our 
minds cannot be reliable enough to seek out the ontological truths very easily. 
Albert Einstein (see quotation #2) alerts us that the theory determines what we 
consider measurable [12.1c]. Thus, Einstein urged us to maintain doubts in our 
mind whether a theory, validated by measurements, can be considered to have cap-
tured the final ontological map of the actual physical processes going on in nature. 
Francis Crick [12.1d] and Philip Anderson (see quotation #3) [1.14] underscore 
the same elusiveness in capturing ontological reality in spite of our great strides in 
unlocking the diverse codes behind biological life and the emergence of supercon-
ductivity and other complex properties in nature. Stephen Hawkins and Leonard 
Mlodinow (see quotation #4) [12.1e] are alerting modern scientists to be become 
more self-aware of their methodology of thinking. Other critical writing on our 
current mode of thinking can be found in these references [12.1f,g,h,i]. Steven 
Weinberg is another major contributor to modern physics, in particle and cos-
mology, [12.1k]. His recent quote (see quotation #5), clearly underscores the frus-
trations of many deep thinkers whether we really have to settle with anthropic 
explanations. The author believes that if we start framing our enquiring questions 
designed for the purpose of being evolution congruent; we will find ways for our 
sustainable evolution. In the process, the ontological realities will start emerging 
as natural answers to our enquiries.

Let us now engage our critically thinking readers of this book by raising the fol-
lowing set of questions.

(1) Why is our prevailing methodology of thinking making us ignore the natu-
ral phenomenon of Superposition Effect (SP) displayed by detectors and insist on 
explaining everything in terms of mathematical Superposition Principle (SP), which 
does not represent the energy exchange process between waves and detectors? Why 
are we ignoring the non-interaction (or non-interference) between wave energies 
while propagating as linear wave amplitudes as excitation of some wave-sustaining 
tension field? In the eleventh century, Alhazen (Ibn al-Haytham) carried out imaging 
experiment using a pin-hole camera and candles and concluded that light energy do 
not interact with each other (see Figure 2.1). The field of optics got re-developed over 
the next seven centuries and greatly advanced with modern experiments and math-
ematics, mostly in Europe, but nobody recognized Alhazen’s work. Beginning late 
1800 hundred through recent times, unusually rapid advancements has taken place 
in physics and optics supported by unusually precise experiments and new wave of 
theories. Many of these experiments and theories clearly indicate that light waves do 
not re-organize their energies in space or in time while crossing through each other, 
in the absence of any interacting medium; a brief list is given in Section 2.7. We have 
been consistently ignoring that mathematically correct Superposition Principle (SP) 
of summing amplitudes do not lead to re-organization of wave energies. As long as 
the parent tension field’s linearity is not exceeded, all waves can cross-propagate or 
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co-propagate as linear excitation of the same sustaining tension field in the absence 
of interacting medium.

(2) Have our attempts (Chapter 1 through Chapter 11) to replace the prevail-
ing mathematical Superposition Principle (SP) by the process-driven thinking of 
Superposition Effects (SE), as experienced by detectors, contribute anything of last-
ing value in optical physics, beyond just being interesting semantics? 

(3) Why, over the past couple of centuries, have we failed to recognize that the 
superposition effects always materialize only according to the interaction properties 
of detectors and not because of direct interaction between the waves, as implied 
by SP? We thus continue to ignore the generic NIW property (Chapters 1 and 2). 
These specific optics-related questions encourage us to raise further questions that 
are generic to physics. 

(4) Why do we use the noncausal Fourier integral theorem to model causal nat-
ural phenomena, when the infinite integral implies existence of noncausal signal 
(Chapters 5–8), which violates conservation of energy? Would not a noncausal start-
ing premise naturally generate noncausal answers, precisely because mathematical 
logics would always be self-congruent? Besides, the time-frequency Fourier theo-
rem, by summing the EM field amplitudes, violates the observable NIW property 
(see Chapter  2). We also learn to model advanced and complex problems using 
Fourier’s infinite integral theorem with conjugate variables belonging to conjugate 
mathematical spaces. Obviously, nature’s interactions take place in the real physi-
cal space, guided by some natural force laws, operating between different interac-
tants within their sphere of influence. There are well-demonstrated conveniences in 
analyzing natural phenomena utilizing such mathematically transformed conceptual 
spaces. If we use such pure mathematical spaces, then we should remain vigilant 
in transforming the states of the interactants along with the corresponding force 
laws into this new mathematical space to remain logically self-consistent. Then, we 
should remember to inverse-transform the entire analytical process back to the real 
space, before we assign physical meaning to our new mathematical results [1.18]. 
Successful mathematical tricks to eliminate divergences, or serendipitous match 
with measured data under conditions of measurements that happens to corroborate 
actual processes in nature do not remove the fundamental weakness behind using 
structurally noncausal mathematical theorems. 

(5) In modeling nature, why do we accept mathematical convenience and elegance 
over strictly causal framework? Dirac’s delta function also belongs to this category, 
since we still do not know how to generate any real signal whose width is truly zero 
and the “area under the curve” is unity. That mathematics is the best logical tool to 
explore logical operations behind natural phenomena, is beyond any doubt. But, is 
the current system of mathematical logics the best humans can do?

Now, let us consider the following two biological brains in actions (Figure 12.1). 
(1) An archerfish [12.2] with only a limited number of neurons, is attempting to 
successfully shoot down a flying dragonfly hovering over the water surface. (2) An 
expert human basketball player with 100 billion neurons, while falling down under 
gravity’s pull, is trying to successfully basket his ball [12.3]. Do both the above 
neural network systems keep on precisely computing all the time-varying initial 
conditions necessary for the launching velocity and the angle appropriate for the 
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correct Newtonian parabolic trajectory (spitting water or throwing the ball)? Most 
likely they are not. Yet, they are very precise to within the required accuracy for 
consistent successes. DNA’s intrinsic logics behind the biological intelligence, as 
emergent through living single cells, and through highly specialized organs of neural 
networks, have evolved differently than human-invented mathematical logics of very 
recent times. Strategies behind different emergent biological intelligence, transfer-
able through progenies, have developed different strategy than solving differential 
equations, which they have been successfully honing through successive generations 
for several billion years.

Let us now consider Figure 12.1c. It is a snapshot of a slime mold [12.4, 12.5], 
organized collectively by single-celled amoebas during a period of food shortage. 
They are sacrificing themselves to promote a few selected brave ones for greener 
pastures (a greener planet?) to successfully carry on farming and agriculture. They 
have been doing this for at least a couple of billions of years. Humans learned to carry 
out well-organized agriculture probably about 10 thousand years ago [12.6], and we 
have started launching rockets to outer space only several decades ago! Obviously, 
proactive intelligent, imagination, and decisions taken by biological intelligence of 
single- or multicellular organisms do not require neural networks to think out of the 
box. The collective intelligence of DNA appears to be sufficient. Note that humans 
have about 23,000 DNAs compared to 15,000 for amoebas in each cell!

The key point is that human-invented mathematical logics, developed during the last 
several thousand years, do not represent the final, or the only, evolution-sanctioned 
logics to understand the physical processes that are constantly being executed by the 
physical systems in the biosphere and the cosmic sphere.

(a) (b) (c)

FIGURE 12.1 (a) [12.2] and (b) [12.3]: How do the neural networks of an archerfish with a 
tiny brain, and a human with a comparatively large brain, compute the initial conditions of 
angle and velocity of their “projectiles” before launching them, while their initial positions 
are quite dynamic? Derivation of the mathematical law of parabolic curve of a projectile is the 
output of Newton’s neural network! We can grasp Newton’s laws; but we cannot quite model 
direct biological action processes. How can we bridge the gap? (c) [12.4, 12.5]: Cooperative 
amoebas (slime mold) collectively launching some of their brave brethren to greener pastures 
(greener planets?) during a shortage of food. Does the biological intelligence, necessary for 
taking proactive actions, require a neural network (brain)? Amoebas have learned to come 
together and take collective decisions during periods of need and developed agricultural tech-
niques besides system engineering technologies to promote a selected few of themselves.
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With the advent of the Knowledge Age, we can now safely claim that human evolu-
tion is now dominantly driven by our concepts (ideas); which are behind our overall 
socio-politico-economic culture, a product of our conscious thinking. Then it makes 
sense that we receive training from early childhood to be become self-aware of our 
diverse personal thinking processes and preferred thinking logics.

12.2  ACKNOWLEDGING THE OUTSTANDING 
ACHIEVEMENTS OF MODERN PHYSICS

The author certainly does not want to trivialize the staggering amount of progress 
brought about by modern science and technologies [12.7a,b]. On the grand scale, our 
concept for the universe has evolved from geocentric model to heliocentric model, 
and then to a centerless and limitless universe with billions of observed galaxies. On 
the micro scale, we have learned to manipulate, create, and destroy micron-sized 
biological molecules to subnanometric atoms to femtometric nuclei to immeasurably 
small elementary particles. We have woven together a fairly logically self-consistent 
story of how the magnificently large and beautiful galaxies are built out of the ele-
mentary particles and how the different physical structures at all levels are evolving. 
We also have found the codes of conduct behind complex biological lives. Just four 
different molecules, woven inside a pair of helical chain of molecules, have been 
guiding the entire biological evolution and intelligence for almost four billion years 
on the Earth. However, is this the end of the knowledge-extracting capability of the 
human species? Experience tells us that emulating a success path helps us achieve 
many more successes, much more rapidly. But, continued emulation of the same suc-
cess logic is equivalent to controlled locomotion through the same rut. Does not this 
imply that we are effectively training the inquiring minds of our successive genera-
tions not to evolve any further? We have created an environment to dissuade them 
from questioning the foundational hypotheses [12.1d,e,f,g,h,i,j,k, 1.15–1.18] that have 
been formulated by the great predecessor scientists and summarized recently by the 
author [12.1i].

12.3  TAKING GUIDANCE FROM NEWTON

Our view is that we should consistently remember the humility expressed by Sir 
Isaac Newton (1642–1727), the father of modern physics [12.8a]:

“I do not know what I may appear to the world; but to myself I seem to have been only 
like a boy playing on the seashore, and diverting myself in now and then finding a 
smoother pebble or a prettier shell than ordinary, whilst the great ocean of truth lay all 
undiscovered before me.”

Newton also provided us with a profoundly important guiding tool [12.8b] to carry 
on the task of advancing science without feeling bewildered:

“If I have seen farther than other men, it is by standing on the shoulders of giants.”
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Advancement in scientific thinking has been evolving through many iterative 
changes in our paradigms throughout the history. We have not yet established the 
ultimate, or the final paradigm, to perpetually lead our scientific inquiry. So we must 
continue our scientific journey by incorporating the idea of perpetual iteration in our 
paradigm. We should be mentally bold enough to climb on the collective shoulders 
of all the giant scientists of our past to continuously increase our logic horizon, rather 
than feeling overwhelmed by their accomplishments and bend down our head, which 
only reduces the range of our knowledge horizon. It was easy for the mathematically 
genius Newton, one of the inventors of differential calculus, to postulate the inverse 
square law for gravitational attraction and then derive the elliptical orbits for planets 
around the Sun. Empirically, the elliptical orbit, and two other planetary laws of 
motions, was already formulated by Newton’s predecessor, Kepler, based on lifelong 
observational data gathered and analyzed by him and by Tycho Brahe. Newton could 
not have succeeded in firmly establishing the inverse square law for gravity without 
the guidance of the established three laws of planetary motion by Kepler.

12.4  EVOLUTION OF OUR EXPLORING APPROACHES 
TO UNDERSTAND NATURE

It is clear from the examples of biological species in action in Figure 12.1 (humans, 
fish, and single-celled amoebas), that we are not yet in a position to define what is 
total biological intelligence in contrast to only cerebral intelligence and what are the 
precise physical processes behind the emergence of biologically intelligent thinking 
[12.9]. With the advent of the Knowledge Age, we can now safely claim that human 
evolution is now dominantly driven by our concepts (ideas); which are behind our 
overall socio-politico-economic culture, a product of our conscious thinking. Then 
it makes sense that we receive training from early childhood to become self-aware 
of our personal thinking processes and preferred thinking logics. Given that we are 
under sustained pressure to persistently evolve, we must try to think how we should 
organize and enhance our thinking so that we will be able to keep on taking mean-
ingful proactive actions, based upon the feedback obtained through the previous 
actions. We also know that making tools and technologies are behind sustainable 
better living. However, the functional processes behind the tools and technologies 
must conform to the rules allowed in nature. To rephrase, the capability to emulate 
diverse nature-allowed processes into necessary tools and technologies for better liv-
ing is the key to sustained evolution, whether the species has yet learned to articulate 
those rules of nature using mathematical logics or not. Then it is worth organizing 
the structure of our thinking that facilitates most efficiently the emulation of physi-
cal interaction processes allowed in nature. Such a thinking process can be charac-
terized as Interaction Process Mapping Epistemology or IPM-E [Ch.6 in 1.6, 1.7, 1.8, 
1.13]. The approach is down-to-earth utilitarian and our theorizing process remains 
anchored to ontological reality, even when we are consistently lagging behind articu-
lating the final ontological laws behind the processes we are emulating. Let us recall 
the spore-disseminating capability of the amoebas (Figure 12.1c)! Sustainably evolv-
ing within the bounds of the laws of nature is being successfully practiced by all 



235Evolving Scientific Inquiry

single and multicellular species, including humans. Unfortunately, based on the stag-
geringly rapid rate of successes we have achieved in modeling measurable data with 
the guidance of our current elegant mathematical logic system over the last several 
centuries, we have started to believe that seeking ontological reality may not be the 
right path to guide our sustained evolution.

Searching for ontological reality has become a secondary issue. We should raise 
concern for the need to understand the ontological reality to guide ourselves for 
our sustained evolution [12.10a,b]. Even now, since our current economic enter-
prise manages the masses, our educational system does not require us to become 
ontological thinkers. Most of us can survive within the current economic system 
as contextual and epistemic thinkers. We do not feel the pressure to hone our 
ontological thinking by standing outside our body and watching ourselves interact 
with the nature around us. We do not need to understand the objective reality of 
nature outside our biology-dictated interpretations. For example, our biological 
interpretation has evolved, for survival success, to interpret the presence of dif-
ferent combination of optical frequencies as different colors, even though color is 
not an objective (ontological) property of light. Photons are not painted with dif-
ferent colors! The frequency of oscillation of light is the objective property, which 
dictates light–matter interactions (dipole-like stimulations). Different frequency 
triggers different response in different frequency-selective retinal molecules, and 
the codes in our visual cortex creates the interpretation of a wide variety of mag-
nificent colors, which are nothing but the figment of our biological imaginations 
(interpretations), now hardwired by our genome. Fortunately, our engineers have 
learned to differentiate between the objective reality of the frequency-sensitive 
retinal molecules and subjective propensity of our visual cortex. They have learned 
to engage us in observing movies on computer screens in natural colors using 
only three different frequencies (red, green, and blue) of appropriate intensities 
and using only a finite series of stationary snapshots, rather than really projecting 
continuous movements (that would be next to impossible for data limits). Similarly, 
molecules do not have either taste or smell as objective properties. Complementary 
physical structures in various large assemblies of molecules in our tongue and nose 
send distinctive signal to the brain, which are genetically programmed to send 
recognition signals for interpretation in the brain to interpret their acceptability 
for our nourishments.

Epistemic versus ontological realities in our cosmic system is still considered to 
be a philosophical debate rather than essential for our sustained evolution for bil-
lions of years into the future. We are required to really understand what space is 
made out of if we want to travel to habitable planets in distant stars of our galaxy or 
in other galaxies. The Earth will not remain habitable for humans beyond another bil-
lion years, even if we agree on how to invent and implement solutions in managing the 
current global warming, whether we take remedial actions, or geoengineering actions 
or a combination of both. We certainly cannot make our journey to such cosmic dis-
tances relying on our primitive rockets carrying enormous amount of chemical explo-
sives. Hence, it is important for us to consciously differentiate between epistemic and 
ontologic thinking and consciously evolve toward the ontologic domain.
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12.4.1  prehiStoric thinking (to the extent We can extrapolate)

We can try to extrapolate our analysis backward to prehistoric times as what possibly 
our forefather engineers were thinking and acting upon. If we think of several million 
years back, we know that they did not have advanced languages. Forget about books 
and mathematical theories. And, yet we must consciously feel very grateful to all 
those creative and brilliant forefather engineers for our happy existence today. It is 
because of their unusual capacity for critical thinking that they succeeded in consis-
tently figuring out how to emulate various nature-allowed physical processes in many 
new ways and keep on inventing tools to ensure our dominance over other compet-
ing species. Our overall system engineering skills are far more advanced than those 
displayed by the slime molds of today. Even though our forefathers were not thinking 
in terms of theories and equations, as we do now, it was their modality of thinking, 
the persistent eustress they enforced upon their own thinking process to perceive the 
physical processes going on in nature, and to invent new technologies to overcome 
natural distresses. This is what triggered the rapid evolution of human brains. We are 
the first species to accelerate the rate of our evolution, better than the others, by being 
able to articulate and pass on to the following generations such understandings in 
various forms through story-telling, writings, and now through digital technologies. 
Human ambitions have now surpassed our survival needs. We are now thriving to 
understand the possible meanings, purposes, and roles we can play in the vast cos-
mic system, beyond the earthly biosphere. However, we must recognize that modern 
scientific enterprise and the necessary methodology of thinking behind them, are 
direct products of our evolutionary necessities. Biological evolution has given inquir-
ing minds to all of us as a dedicated segment of our brain. In prehistoric times, we 
had not developed the mental skill to observe ourselves interacting with nature and 
record all the outcomes for further analyses. Individual memory and interpersonal 
communications were the sole method of passing on successful outcomes. Thus, most 
of the survival skills, understanding logical patterns behind natural phenomena, and 
inventing tools had to be rediscovered and redeveloped many times, over and over. Of 
course, their focus was survival from year to year. Honing tools and skills for hunt-
ing, understanding natural cyclic rules for agriculture, taming animals for sustained 
food supply, controlling fire for food preparation and safety against large predator 
animals—these were the sought-after skills and knowledge obtained without books 
and documentation. That was a benefit in disguise, because nobody was blindly 
follo wing any Newtons and Einsteins just because their proposed rules for certain 
natural phenomena appeared to be working. This assured the evolution of diversity 
of enquiring minds in all members of every tribe. We must pro-actively promote 
such diversity of thinking models, rather than forcing one “working” model to be 
followed by everybody. That is a recipe for ultimate slow de-evolution of our minds.

12.4.2  emergence of moDern philoSophical approach

Serious human inquiry about how the universe came about, as to what are the mean-
ings and purposes behind the universe, and what could or should be the roles of 
humans in it, could not have begun much earlier than when humans learned to gather 
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and store foods and gained excess time. This enabled pondering about the Earth and 
the limitless sky above, while accelerating the development of freewill in our brain. 
A component of our free will and concomitant power of imaginations allowed us to 
stand outside our own body and watch ourselves in relation to the rest of the world. 
Recorded history shows that several thousand years back, Indian Vedic thinkers 
were literally posing such deep questions and tried to define the manifest universe 
as simply diverse undulations of some conscious energy field filling the universe, 
which they defined as Brahma [12.11]. Was that the best way to think? We cannot be 
certain. China, North African, and Middle Eastern countries were also developing 
serious philosophical traditions in their thinking, followed by Greeks, Romans, and 
eventually the rest of the Europe. While all this philosophical thinking was going 
through ups and downs over many centuries, Western scientific thinkers like Kepler, 
Galileo, Newton, and so forth, recognized the serious shortcomings of the pure, 
introspective philosophical approach in understanding and describing the evolving 
universe, which must be anchored by the reproducible measurement of well-chosen 
parameters. These thinkers formalized and ensured the historic rapid advancement 
in what we now call modern science and technology.

Pure philosophical thinking and proposing hypotheses to understand nature based 
on observations alone, but without good mathematical theories to guide experimental 
validations, can be characterized as a Direct Introspective Modeling Epistemology 
or DIM-E. DIM-E did not require equipment to generate quantitative, reproduc-
ible and verifiable data that could be carried out by anybody. One philosopher can 
develop his position using a logically self-consistent set of arguments to justify its 
explanation for a natural phenomenon. The position remains valid until another 
philosopher brings another set of logically self-consistent arguments to construct a 
newer position. And the process can continue for ages without any decisive solution. 
The professions of law and politics thrive on such logical skills. Many branches of 
social sciences depend on related modeling skills. Controlled experiments in these 
fields are too difficult to be carried out because of the enormously large number of 
involved variables, which are difficult to identify and quantify.

Modern scientific thinkers co-opted the power of DIM-E to develop first a refined 
set of hypotheses or postulates to bring some conceptual continuity [12.1a,b] to the 
set of interrelated observations. Then they thought through to bring some logical 
congruence among the diverse observations and hypotheses by connecting the mea-
surable parameters with a set of mathematical logics (or a theory) to give birth to the 
concept of verifiability through reproducible and precision measurements by any-
body, anywhere, and on any day. We may characterize this approach to understand 
nature as Measurable Data Modeling Epistemology, or MDM-E. Once hard sciences 
started systematically following the MDM-E approach, while restricting the math-
ematical theories to accommodate only a few variable parameters, their epistemol-
ogy clearly helped moderate individual subjectivism from these fields and acquired a 
higher level of scientific respect compared to social sciences. However, influences of 
well-established philosophies into our cultures can never be completely eliminated 
from the most well-developed mathematical theories of physics, even after solidly 
validated by repeated experiments. This is simply because well-defined mathemati-
cal relations, validated by repeated experimental data, do not have an automatic 
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voice to explain the physical processes behind the phenomenon under study. Human 
minds create the hypotheses and interpret the interrelations between the observable 
parameter and the theory. Human thinking is guided by our genome for evolutionary 
purpose and our prevailing culture to live in harmony within our respective societ-
ies. Thus, the state of perfect objectivity of scientists, who provide the interpreta-
tions behind physics theories, comes into question for further introspection. That 
such objectivity cannot be perfect is glaringly obvious from the decades-long debate 
between Bohr and Einstein regarding the completeness and reality [12.12] of quan-
tum mechanics without coming to any serious agreement. Culture dominates our 
mode of thinking and how we frame questions to understand nature.

Eastern philosophers maintained a debate between duality versus nonduality while 
leaning more toward unity (or nonduality) [12.13]. But the West leaned toward dual-
ity and the concept crept into quantum physics, as wave–particle duality. This is most 
likely because 20th-century physics ignored the importance of searching for the physi-
cal processes behind emergence of measurable effects. Now, soft sciences are unabash-
edly picking up this concept of duality in explaining away ill-defined phenomenon like 
consciousness [12.14, 12.15] based on quantum mechanical (QM) duality. Fortunately, 
medical science is rapidly advancing diverse experiments to quantitatively connect 
human thinking processes with the signal producing neural network, including their 
specific geographic locations in the brain [12.16–12.18]. The author believes that the 
concept of duality arose due to our lack of understanding and detailed knowledge 
about the physical processes behind the phenomenon of superposition. We should not 
promulgate our lack of knowledge as new knowledge just because we have been failing 
to visualize the interaction processes behind the emergence of superposition effects. 
Otherwise, we indirectly suppress the enquiring minds of our follow-on generations 
and consequently slow down the evolution of their inquiring minds. It is worth noting 
that QM is fundamentally a statistical theory as far as validation of measurements with 
the theory is concerned [12.19]. Atoms have multiplicity of discrete allowed energy 
states. Molecules possess even more complex set of energy states. So the measure-
ments in the QM world are dictated by multiplicity of transition propensities when mol-
ecules interact with each other in our instruments and produce one specific measurable 
transformation at a time. The statistical ensemble of this multiplicity of potential inter-
action processes should not be explained away by duality as if the excited atom or the 
molecule literally exists in a superposition state (simultaneously in all these states). We 
need to focus on visualizing the invisible interaction processes to allow the theories to 
keep on getting perfected along the right direction.

In the very beginning of this section, we have identified an ontological reality 
seeking thinking process as IPM-E (Interaction Process Mapping Epistemology). 
We have also characterized the prevailing scientific thinking process as MDM-E, 
which is clearly showing signs of its limitation to keep us anchored to a path on 
seeking out ontological reality in iterative steps. So, our proposal is to strengthen 
and enhance MDM-E by making IPM-E as the initial guiding tool to develop foun-
dational hypotheses and then keep on restructuring our working theories toward 
higher and higher-level theories that approach closer and closer to ontological 
reality. Measurable data are physical transformations in nature, which generally 
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corroborate energy conservation rule of nature. If we keep on framing our ques-
tions that lead to invent hypotheses as aid to construct theories that would only vali-
date measurable data, we would correctly keep on finding that nature does conserve 
energy, and no more. But such hypotheses cannot guide us to explore the underlying 
physical processes, amplitude-amplitude stimulations preceding energy exchange 
and QM transition; which give rise to the measurable data. For that, we need to build 
theories whose foundational questions have been framed to explore the ontologi-
cal physical processes going on in nature. Ontological realities would be accessible 
to our theories only if we frame them to ask such questions. We will justify our 
approach further through the rest of this chapter.

12.4.3  phySicS up to 1850

Ptolemy’s (100–170) Geocentric Model falls into the IPM-E (Interaction Process 
Mapping Epistemology) domain, even though he tried to place humans at the center 
of the universe! That is how reality appeared to him then, and it still does so to us 
even today until we are exposed to diverse observations whose logical congruency 
demands a heliocentric model for our planetary system. However, our religious cul-
ture has succeeded in instilling in us some epistemological human-centricity in gen-
eral and a bias toward mathematical harmony and spherical symmetry. A “wiggle” 
in the motion of the Mars, as observed from the Earth, was explained as secondary 
circular motion of Mars around an imagined center to match the observed “wiggle” 
[12.20]. Thus, a modern theoretician would have needed only nine free parameters 
to explain most of the observable planetary motions. While symmetry and logical 
harmony has been justifiable through many successful theories, it is the a-symme-
try and an-harmony perceived by particles and waves (through the four forces) that 
guide the interactions followed by physical transformations and hence the persistent 
evolution.

Copernicus (1473–1543) appreciated the complexity in the observational data for 
our planetary system and introduced a better model with better mathematics [12.21]. 
Guided by mathematics, IPME and MDM-E started becoming synergistic tools for 
doing science. Slowly, geocentricity began to be replaced by heliocentricity, but this 
change was far from being universally accepted! More precise data were gathered by 
Tycho Brahe (1546–1601), and still, the epistemology of homocentricity prevailed! 
Kepler (1571–1630) formulated three empirical laws for planetary motion that were 
validated by meticulous observations, one of them being the elliptical orbits for the 
planets around the Sun. He thus ensured (1) the removal of humans from the center 
of the universe, and (2) the importance of continuously advancing data-gathering 
technologies. Kepler’s meticulous work paved the way for Newton to demonstrate the 
power and elegance of mathematics by proposing the famous inverse-square law of 
gravitation! Differential calculus easily and elegantly validated Kepler’s three laws 
of planetary motions. MDM-E started to take a dominant role in physics. However, 
Newton struggled to explain how the Sun keeps a hold on Earth at such an enormous 
distance. A concept about the vast cosmic space remained unsettled, as it is today, 
but the concept of ether as the space-filling substance started emerging.
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12.4.4  rapiD expanSion of moDern phySicS: 1850 anD forWarD

Let us fast-forward by another couple of centuries. Maxwell (1831–1879) showed in 
1864 that all the separately experimentally developed laws of electrostatics, magneto-
statics, electric currents, and associated magnetic fields can be merged and presented 
together as a coherent set of four differential equations. Then, with some simple but 
brilliant manipulation of the rules of calculus, he demonstrated that the electromag-
netic wave is a result of a synthesis of electricity and magnetism. Light has to be a 
propagating wave. If it propagates through the vast cosmic space, then there must 
be some complex tension field (ether) to sustain the propagation of the waves! After 
all, the velocity of light is determined by two measured properties of free space,

= ε µ −c ( )2
0 0

1, the dielectric constant and the magnetic permeability! MDM-E and 
IPM-E appeared to be inseparable thinking tools. Michelson (1852–1931) initiated 
the efforts to detect ether earnestly. But his efforts to prove the existence of ether 
through optical interferometry turned out to be a failure.

12.4.5  early 1900

The last quarter of the 1800s and the first quarter of the 1900s saw a very rapid shift 
in our scientific thinking. Skillful mathematical theory development supported by 
MDM-E started effectively downgrading the synergistic need for IPM-E. Planck 
(1858–1947) in 1900 applied his mathematical skills to model meticulously measured 
data on blackbody radiation and found an elegant mathematical expression implying 
that EM radiations are definitely exchanged (emitted and absorbed) by the blackbody 
cavity as distinct energy packets. Planck held on to his model of light as waves, 
explaining that it is only atoms and molecules that exchange energies in discrete 
packets. This was most likely inspired by Rydberg’s empirical formula on atomic 
spectroscopic data that already implied some form of quantization or discreteness 
in the frequencies of light emitted by atoms. However, Einstein thought otherwise 
and presented in 1905 his theory of photoelectricity by proposing that light always 
remains as discrete indivisible quantized packets, which were later named photons. 
The indivisible photon model still dominates our current epistemology even though 
it has been repeatedly shown that the semiclassical model (light as waves and detec-
tors as quantized) explains all the observed experiments [1.43-1.45].

Relativity: As if the photoelectric theory was not enough, Einstein (1879–1955) 
presented Special Relativity (SR) in the same year of 1905 to resolve the absence of 
a detectable cosmic medium so his photons can travel at the highest speed as a par-
ticle without the need of a supporting medium. IPM-E was about to become irrel-
evant in scientific thinking within about a decade. Its last hurrah was in 1913 when 
Bohr (1885–1962) used IPM-E and gave us the “map” of electron orbits with quantized 
angular momentum around a proton to describe the hydrogen atom. Unfortunately, 
Bohr’s model could not advance since it could not be generalized for more complex 
atoms. In the meantime, SR had been drawing serious attentions from all physicists 
as its formulation continued to validate all measured data. SR has revolutionized the 
very foundation of physics thinking as our observed universe has become, as per SR, a 
space–time four-dimensional universe.
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The concept of the 4D universe was further strengthened by Einstein with his 
General Relativity of 1916 where the gravitational force became a space–time math-
ematical curvature. Neither of these theories of relativity allows anyone to raise 
inquiring questions along the line of IPM-E. IPM-E requires that the key parameters 
of a successful theory must be directly measurable using some interaction processes 
in nature. Unfortunately, the running time t is not a physical parameter of anything 
that we can directly measure. What we measure is the frequency of some entity that 
executes harmonic oscillation. We invert the measured frequency v and then define 
it as the period of the oscillation, δt = 1/v. Thus, we can only measure time intervals 
as inverse of a primary physical parameter, frequency, of some real physical entity. 
Of course, we can measure space also only in terms of intervals of some physical 
scale we choose. The significance of this point is obvious from the fact that we know 
how to physically alter both the physical length of a reference scale and a reference 
frequency of oscillation using appropriate laws of physics. But we do not know how 
to physically alter the running time. Should physical theories be considered final 
even when they are founded on parameters that are not directly measurable? Should 
we consider the concept of 4D space–time as the final reality of our cosmic system? 
The idea is not to discard theories of relativity, but to promote a logic-based debat-
ing platform that can keep us moving in the right direction regarding our map of the 
universe. Otherwise, we might get lost in epistemologically elegant theories without 
knowing how to get out into the ontological reality of the universe.

Limiting particle velocity: Consider the hypothesis of limiting velocity for light 
by Einstein. Based on our CTF proposal (see Chapter 11), it is obvious that the veloc-
ity of light cannot exceed = ε µ −c ( )2

0 0
1, because it is the tension-restoration force 

of a medium that determines the wave velocity in it. However, our IPM-E think-
ing and the existence of particles as local resonances of CTF do not make it obvi-
ous that v ≤ c has to be the limiting velocity for particles. In SR it is derived from

= − −m m c[1 v / ]0
2 2 1/2, which implies that m, will be infinity, hence limiting, when v 

approaches c. But, the physical process that imposes this limiting velocity remains 
obscured. According to Einstein’s mass–energy equivalence, =m E c/0 0

2, mass is 
only a behavioral quality, we call inertia of motion of particles, when a force field 
pushes or pulls it. In our CTF model (Chapter 11; 1.8), we have already posited that 
E0 is the rest energy of a resonant particle oscillation. It can gather kinetic energy 
only when it is influenced by interaction between the mutual potential curvatures 
surrounding each other; of course, the gradients have to be compatible to influence 
each other. SR does not help us discover the physical process behind the existence of 
limiting velocity of particles; which we observe in experiments. But the particles, as 
per our proposed model, are simply excited oscillatory states of the CTF (see Section 
11.5.2). We can hypothesize that since particles are excited states of the CTF, like 
EM waves; albeit being more complex and localized, they cannot exceed the velocity 
of simpler excited states like EM waves; which is the velocity c.

12.4.6  1925 anD forWarD

Quantum mechanics: The formulation of quantum mechanics (QM) was presented 
in 1925 in two different forms by Heisenberg’s (1901–1976) matrix mechanics and 
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Schrödinger’s (1887–1961) wave equation. Schrödinger’s attempts to preserve map-
ping natural processes through representing particles as “waves” (a la de Broglie) 
got only lip service because his wave function was interpreted more as a math-
ematical probability amplitude, but not as something that can be directly mea-
sured [12.22]. Surprisingly, Bohr became the strongest proponent of MDM-E, and 
advised us that it is unnecessary to try to visualize the micro universe in every 
detail. Interpretation of QM, known as the Copenhagen Interpretation [12.22–
12.26], is basically Bohr’s epistemology. Copenhagen Interpretation still prevails 
today because the original QM formulation provided us with enormous successes 
in predicting and experimentally validating the micro world of atoms and elemen-
tary particles. It has become fashionable to quote Feynman, another giant con-
tributor to quantum physics, “Nobody understands quantum mechanics!” which 
glamorizes the sufficiency of MDM-E, ignoring IPM-E. We should compute and 
not waste our time visualizing and mapping the micro universe as we did in classi-
cal physics! Even in classical physics, detailed micro processes behind interactions 
are not visible.

We believe that if we insist on applying IPM-E, we should be able to find out 
the physical processes behind our working theories and at the same time under-
stand their limitation better, which will then give us a better platform to iteratively 
improve/correct our existing theories. Or, we should find a logical platform on which 
to propose new fundamental hypothesis. After all, our evolutionary journey requires 
us to keep on refining the map of the universe continuously, so we do not get stuck 
in one blind alley.

From particle paradigm to field paradigm: We have mentioned earlier that 
almost every single major successful theory of physics indicates that cosmic space is 
not empty; it has rich properties. Surprisingly, most of our successful theories also are 
essentially field theories. Even QM and their extensions find various concepts of fields 
unavoidable. Even though Einstein’s successful relation = = ε µm E c E/ 2

0 0  implies that 
the origin of mass, or the inertial property of particles, lies with the electromagnetic 
properties of the space, and yet, we accept that a massive transient particle, Higg’s 
Boson [12.27] provides the masses to all other stable and unstable particles.

We can clearly appreciate the root of particle paradigm. The manifest material 
universe does appear to be built out of impenetrable localized particles and their 
assemblies of various sizes, from atoms to galaxies. But, why are we so reluctant 
to accept the guidance we are getting from our successful mathematical logics, 
invented by our own collective human logics, which are clearly capturing many 
of the operational cosmic logics? Do we think that successful theoretical fields are 
merely helping-tools and do not capture any physical realities of any physical inter-
action processes going on in the material universe? Are our theories meant only to 
model experimental data (MDM-E) but not the physical interaction processes that 
give rise to those data (IPM-E)? So, the author has made an attempt (see Chapter 11) 
in proposing a field-based universe, the CTF (Complex Tension Field) as the physi-
cal substrate of the universe. EM waves are propagating sinusoidal undulations of 
the CTF and the particles are 3D stable resonant self-looped harmonic undulations 
of the same CTF, triggered by some energetic nonlinear process. The origin of this 
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energetic process is yet to be analyzed as to whether it could originate out of the 
CTF; or it is external to CTF. However, the various forces can be appreciated as 
secondary potential gradients imposed on the CTF around the particles by virtue of 
their undulations.

12.5  NEED FOR WELL-ARTICULATED 
EPISTEMOLOGY FOR STUDENTS

12.5.1  aD hoc paraDigmS have been enforcing highly 
StructureD thinking for generationS

Historically, it is well demonstrated that successful scientific inquiry does require 
highly logical (structured) thinking. But it also requires enormous flexibility to 
change course because we are inquiring unknowns through observable effects only. 
We do not have direct access to the creator’s mind, or the entire set of cosmic logics 
in operation. Thus, we have become adept in following and then shifting from one 
revolutionary scientific paradigm to another one provided to us by great thinkers 
through the last several millennia as underscored by Kuhn [12.28]. These paradigm 
shifts have been quite disruptive in human efforts and historical durations. We have 
not yet succeeded in developing a methodology of thinking that allows us to evolve 
continuously without serious loss in our efforts. Disruptive technology implies defi-
nite progress. But a series of disruptive shifts in scientific paradigms imply that we 
have been forced to make repeated and fundamental changes in the directions of our 
scientific path of inquiry because the earlier paradigms were no longer considered 
congruent with our search for natural phenomena. How can we derive the assurance 
that the latest shift in our scientific paradigm is the final and the correct one? We 
cannot. We need to develop a different strategy. We must explicitly set our focus on 
exploring the ultimate ontological reality, not just easily measurable data, which is 
only an intermediate step.

During the modern history of humans, we have experienced many scien-
tific revolutions, of which the real big ones are: (1) the Copernican revolution 
(geocentric to heliocentric), (2) relativity revolution of the classical 3D- to 
4D-universe, and (3)  quantum mechanical revolution of grudging acceptance 
of wave-particle duality and limited causality in nature’s behavior as our new 
knowledge.

The conflict between the geocentric versus the heliocentric paradigms was 
resolved before the end of 17th century through the lifelong experimental and 
theoretical work of Brahe (1546–1601), Kepler (1561–1630), and Isaac Newton 
(1642–1727). From the standpoint of the theoretical model, the hypothesis of epi-
cycle [12.20] was logically self-consistent in explaining the geocentric model. 
However, Newton’s hypothesis of universal inverse-square gravitational law won 
over because there was no comparably strong universal causal hypothesis to sup-
port the epicycle model. Still, the so-called revolutions of relativity and quantum 
mechanics (QM) to replace classical physics have not been resolved and cannot 
be resolved a la heliocentric versus geocentric. This is because classical physics 
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was not outright wrong. Its foundation till the end of the 19th century was based 
on (1) the ether as a space-filling novel substance, and (2) the continuous energy 
exchange in all interactions. These were not wrong, but they were insufficient 
to explain many newly observed phenomena of energy exchange in well-defined 
discrete amounts by atoms and molecules. Relativity and QM simply filled the 
vacuum with mathematically self-consistent MDM-E formalism along with a set of 
new hypotheses for each of the two new theories. While these two theories are con-
sistently validating most measurable data, their mathematical formalisms do not 
lend themselves to facilitate the visualization of the invisible interaction processes 
for deeper understanding of the operational (ontological) logics of nature. These 
theories were not formulated for that purpose. This desire of classical physics to 
persistently map the physical processes behind all interactions has been abandoned 
by these two new theories. Instead of leveraging these limitations as reasons for 
developing better theories, the interpreters of relativity and QM have convinced 
the current culture to demand less out of our theories henceforth, as if, MDM-E 
is sufficient for all future purposes. This is not a forward-moving revolution. The 
imposed paradigm shifts, 3D to 4D and wave particle duality, have forced genera-
tions of enquiring minds to become doubtful whether it is fruitful to ponder over 
the ontological reality of this universe beyond what current mathematical logics 
(theories) can extract.

Without built-in interactive process-mapping epistemology, we cannot be effi-
cient in understanding and emulating nature-allowed physical processes to invent 
new working tools and technologies. Without the power to keep on inventing neces-
sary next-generation technologies, we cannot ensure our sustained evolution under 
very difficult cosmological pressures.

Surprisingly, the root cause behind disruptive scientific revolutions is due to 
our human tendency of reserving our sustained faith and belief for our great mes-
siahs even in the domain of science. The persistence of this tendency is surpris-
ing, considering the fact that Newton was humble enough to acknowledge that 
he was leveraging observations made by his predecessors. The clear implication 
is that we should persistently promote the growth of our inquiring minds by 
respectfully climbing on the collective shoulders of our scientific leaders to see 
farther and deeper, rather than bowing down at their feet, while reducing our 
vision of the scientific horizon. The key lesson from all the major and minor 
scientific revolutions is obvious: All successful theories designed to carry out 
social engineering or nature engineering, are necessarily incomplete as they are 
always constructed based on our incomplete knowledge of the whole intercon-
nected cosmic system.

Unfortunately, that is not how we teach in our classes, nor does the hierarchy of 
our scientific culture explicitly promote such a view. Current scientific culture per-
sistently promotes the view that the foundational hypotheses behind these working 
theories of relativity and quantum mechanics are fundamentally correct and must 
not be challenged. In fact, some books claim that the final foundations of the edifice 
of physics have been laid. The implication is that for all future young scientists, 
the contributions they can think of making in physics are to add only new bricks 
or stones, which can be accommodated by the current edifice of physics. In other 
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words, they are forced to think only how to extend the existing theories but not to 
inquire about the validity of the original foundational hypotheses behind the theories 
in light of broader knowledge available today.

12.5.2  mDm-e alone iS inSufficient to proviDe uS 
With continuouSly evolving guiDance

On the basis of measurable data, Newton’s inverse square law for gravitation has 
been working quite well until we discovered the anomalous precession of the perihe-
lion of Mercury, which was explained by Einstein’s general relativity. Let us consider 
another more modern case example. Modern precision measurements on the velocity 
distribution of stars in the outer periphery of galaxies are not matching up with any 
of our existing gravitational theories [12.29]. The power of mathematics still prevails 
today, even though its elegancy and symmetry are getting repeatedly called into 
question in many branches of physics as our measurements become more precise 
with our rapid technological advances! Astrophysicists are proposing many different 
solutions, including the existence of conformal gravity [12.30], dark matter [12.31], 
and dark energy [12.32]. Figure 12.2 for the galaxy NGC3893 has been copied from 
Reference 12.30. This reference has developed a remarkably excellent solution to 
this problem using conformal gravity for more than 100 galaxies. The need for the 
hypothesis of dark matter appears to be slim. Our proposal of CTF [1.8] holding all 
the energy of the cosmic system clearly eliminates the need for a separate hypothesis 
of dark energy.

This above example underscores that a working theory, validated by many obser-
vations, does not necessarily mean that the theory has captured the ultimate cosmic 
logics. Suppose we give a very smart 5-year-old child a jigsaw puzzle of the global 
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FIGURE 12.2 Measured and expected rotational velocity distribution of stars in the galaxy 
NGC 3893, from its center to the outer edge. The dashed curves represent different theories. 
The solid curve corresponds to the conformal gravity theory as proposed in [12.30], which 
does not require the hypothesis of dark matter. The solid circles represent measured data.
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map to solve, with the conditions that all the pieces must remain upside-down without 
showing the printed map segments to aid in matching the pieces. Nonetheless, the 
child will very quickly solve separate segments of the world map, most likely, those 
of Australia, Madagascar, southern segments of India and Africa, and so forth. His 
progress after this will slow down severely. If we now invert his solutions to see the 
printed map side, most likely we will find that many pieces of the map are mixed 
up among different countries, even though they are fitting perfectly. This is because 
puzzle pieces consist of only a very small set of identifiably different shapes, except 
for the edges of the different countries. The uniqueness of the edge-pieces guide a 
child to quickly solve some segments of the world map correctly, but the pieces that 
go inside countries can be easily switched because some of them have identical physi-
cal shapes! When a very large and very complex system is built out of only a small 
set of basic rules completely unknown to us and we have access to solve only a few 
small segments of the vast cosmic system, we may succeed in solving these small seg-
ments by inventing a set of rules none of which may exactly coincide with the actual 
rules behind the entire system. We have already learned this from modern complex-
ity theory [12.1g, 12.33–12.35]! To our current state of knowledge, the magnificently 
large and enormously complex universe is running under the guidance of only four 
forces. We have been solving small separate segments of this observable universe 
using human-invented mathematical logics, which have not been designed to explore 
ontological reality. So we need to be cautious before declaring that all of our working 
theories have correctly captured the final cosmic logics (rules) exactly.

12.5.3  broaDer recognition that progreSS in phySicS haS SloWeD DoWn

A good number of books have been written by several major leaders of the knowl-
edge gatekeepers, and a few outsiders, on the subject that it is time for us to revisit the 
very foundation of physics by questioning the foundational hypotheses [1.14–1.18, 
11.17, 12.1d–k]. We are also fortunate for another deeper reason. Biological evolu-
tion has given inquiring minds to all of us, shown as a dedicated segment of our 
brain. While our sociopolitical cultures over many millennia have been consistently 
training us to conform to the social rules and cultures [1.13,12.36–12.39] set by the 
various tribal leaders of human societies, time and again, through the ages, we have 
experienced that human social cultures and pressures cannot completely brainwash 
all the people, all the time, all over the world. We all just need to consciously boot-
strap this biological endowment, the inquiring brain, to frame questions to find solu-
tions when we face problems. We also know that framing the question determines 
the answer we can extract out of nature. In fact, this approach is the key tool in the 
arsenal of reporters who interview political leaders. When they fail to get the answer 
to a specific query, they rephrase the question, depending on the sociopolitical con-
text, whereas scientists tend to hold on to their initially framed question about a par-
ticular problem of nature they have identified to explore. While this tenacious faculty 
has historically been found to be beneficial behind many successes, limitations are in 
general not underscored in our history books. So, scientists are generally not trained 
to be conscious about the root of their faculty of framing questions; neither do they 
try to reframe their questions like the political reporters do.
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12.5.4  framing the queStion DetermineS the anSWer, 
anD the anSWer iS never final

Our brilliant social engineers understood very well how to guide inquiring 
minds. Comfortingly, they advise us to keep on asking and we will receive. In the 
world of introspection, framing the question determines the answer we receive. 
When we try to understand the world through its working processes, we become 
adept in inventing tools and technologies. When we try to understand the world 
based on empathy for people, we develop ethics and religion as the best tools 
for living in harmony. When we try to understand the world through detached 
logics, we develop philosophy. When we try to understand the world through 
both logics and validated measurements, we develop scientific theories. There 
is something, which is working and defendable, for every thinking mind in our 
complex universe.

Today, in the world of scientific theories, we are both fortunate and confused. We 
are fortunate because our current guiding giants have been divided among them-
selves as there is some recognition that the advancement in our fundamental knowl-
edge of nature has become stagnant [1.15-1.18] while our technology is advancing 
quite rapidly, albeit, leveraging only the existing fundamental knowledge. However, 
our knowledge gatekeepers are consistent about promoting and holding on to the 
current consensus epistemology. This, of course, maximizes the economic benefits 
for the consensus-followers enforced on the society by the hierarchy of our modern 
scientific enterprise; an enterprise that is obligated to conform to the socio-politico-
economic reality. Thus, any concept that challenges Descartes-Einstein-Heisenberg 
foundation will not pass through the gates held by the gatekeepers. The assumption 
is that the final foundation of our scientific edifice has been laid. We are now allowed 
to find only those stones and bricks that can fit on to the existing edifice. We train 
our graduate students to publish in conformity with the current foundation of phys-
ics or perish. We are consistent in our training tools to ignore their deeply inquiring 
questions. Culturally imposed systematic self-suppression of inquiring minds slowly 
and undetectably becomes a functional tool for the slow de-evolution of our creative 
minds. On the other hand, in the process of collectively conforming to the socio-eco-
nomic reality, we have become overconfident about the finality of our mathematical 
tools invented from centuries past until the middle of the 1900s. We are now telling 
nature how she ought to function and behave, instead of humbly keeping on trying 
to discover the actual logics behind all the ongoing cosmic evolutionary processes, 
whether animate or inanimate.

Let us make our point using a historical example. Like a true scientist, never 
surrendering his inquiring mind, Einstein has been known to question all his life 
everything, including his own theories. During the last decades of his life, he kept 
on working to formulate a unified field theory for the universe with which he would 
be more comfortable than his earlier theories, as well as quantum mechanics (QM). 
He kept on diligently raising questions regarding the very foundational hypotheses 
behind the QM [12.40]. He kept on asking question about the nature of light, “What 
are light quanta?” for almost 50 years, even though his hypothesis of indivisible 
photon has been universally accepted. Unfortunately, Einstein kept on asking the 
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same question with his favorite built-in answer (“quanta”) rather than reframing 
his question as an open-ended one. This is why we have initiated our conference 
series with the open-ended question, “What are photons?” [1.32]. Einstein, of course, 
defied Planck, who originally discovered the quantumness in the nature of emis-
sion and absorption of EM waves through his law of black body radiation. However, 
Planck firmly believed that photons, after the release of a quantum of energy, evolve 
and propagate diffractively (Huygens–Fresnel principle) as a classical wave packet. 
Semiclassical models for photoelectric effects modeled as light-dipole amplitude-
amplitude stimulation, do not require indivisible quanta [1.43–1.45]. Yet, we are so 
conditioned over a century of Einstein’s indivisible quanta that we are extremely 
reluctant to entertain any other alternate concepts, even though Einstein himself was 
expressing serious doubt about his original hypothesis.

Preceding his 1905 paper on photoelectricity, as Einstein was pondering how to 
frame a theory, he brilliantly recognized the quantumness in the experimental data 
on photoelectric current. Had Einstein followed Planck’s view of photons, and tried 
to model the physical process behind electron emission, he would have assigned 
the quantumness in photoelectric data on the binding energies of electrons and the 
optical frequency as the required resonant frequency for stimulating the bound elec-
trons before they were released. Then, he would have formulated a QM with a very 
different mathematical approach than what we have now. This was about 8 years 
before Bohr’s heuristic quantum theory and 20 years before the formal QM. Had 
Einstein reframed his question from light quanta to electron quanta (and its quan-
tized binding energy), quantum philosophy would have been dramatically different! 
Thus, framing and reframing questions regarding the same problem at hand should 
be a critically important part of our scientific epistemology. Could there be some 
logical framework that can be used to iterate and reframe our questions in a logical, 
efficient, and productive way? We believe that our proposal of iteratively applying 
IPM-E would be such a referent platform for persistent feedback and reframing the 
inquiring questions.

12.5.5  culture: itS implieD purpoSe anD limit, 
Dictating hoW We frame queStionS

Culture drives our thinking. The evolution of human minds is now dominantly dic-
tated by various cultures, which probably started some 100 thousand years ago. 
Human culture is designed for collective social well-being, not for becoming objec-
tive scientists [12.36–12.37]. Unfortunately, the prevailing human culture and edu-
cation train us to overlook and/or ignore the fact that even the best working theory, 
whether modeling issues pertaining to social-engineering or nature-engineering, are 
always incomplete because we never know everything there is to know about any rel-
evant problem. The reason is that, since ancient times, for the necessity of successful 
evolution of each tribe, the tribal family had to invent and facilitate the development 
of a social culture that systematically transformed our thinking to conform to the 
ruling family’s viewpoint as long as it works, meaning, as long the culture allows the 
members to survive. Slowly, the unchallengeable god-culture evolved as a key tool to 
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manage the large membership of the tribe. Perhaps, through millennia, we are thus 
genetically trained to accept the messiah complex and accept the concepts handed 
down by our hierarchy as the ultimate truth, especially if it works. So, as we find the 
concepts of many Newtons and Einsteins are working brilliantly, our messiah com-
plex accepts them as the unchallengeable final truths. We become reluctant to allow 
further freedom to our nature-endowed inquiring and questioning minds on which 
we were thriving in our childhood.

12.6  SEAMLESSLY CONNECTING IPM-E WITH 
MDM-E BY DISSECTING THE MEASUREMENT 
AND THEORIZING PROCESSES

12.6.1  DiSSecting the meaSurement proceSS

Founders of QM appreciated the deeply embedded and intricate “Measurement 
Problem,” which is behind the interpretation of QM. Accepted solutions turned out 
to be various elegant mathematical theorems [12.41, 12.42a,b], perhaps, because the 
founders were essentially mathematicians. Let us try to dissect and understand the 
measurement problem from the stand point of process visualization. How do we suc-
ceed in registering data in any experiment? Let us try to articulate the steps based 
upon our current experiences [Chapter 6 in 1.6, 1.7, 1.13].

 1. Measurables Are Physical Transformations: We can measure only 
physical transformations that take place in our instruments. The veloc-
ity recession of the most distant galaxy is calculated by using Hubble’s 
hypothesis using the measured red shift of the characteristic atomic spec-
tral lines that appear as detector currents in a spectrometer attached to a 
telescope focused on the galaxy of interest. But, in this model, the mea-
sured red shift is hypothesized as Doppler shift. (See Chapter 11 for alter-
nate explanation.)

 2. Preceeded by Energy Exchange: There are no transformations without 
energy exchange. (Energy from the light collected from the galaxy and 
dispersed by the spectrometer is absorbed by photo detector array, which 
produces the signal as photocurrent.)

 3. Guided by Forces of Interaction: Energy exchange, and consequent trans-
formations, must be guided by an allowed force of interaction. (Light beam 
induces dipolar undulation on the quantum mechanically bound discrete pho-
toelectrons via electromagnetic force. So the discreteness in the emergence 
of photoelectrons does not validate that photons are indivisible particles.)

 4. Must Experience Physical Superposition: Interactants must be within each 
other’s sphere of influence to be able to interact under the guidance of an 
allowed force to exchange energy and undergo transformations. Thus, all inter-
actions producing transformations must be local in the sense that the interac-
tants must be within each other’s sphere of influence. (Only during the moment 
of direct physical illumination by a light beam, or a pulse, can one observe the 
emission of a photoelectron. Superposition effects cannot be nonlocal.)
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 5. Through Some Physical Stimulation Process: Although invisible, all 
transformations are preceded by some real physical stimulation process 
before the interaction can be consumed through energy exchange. Our 
conscious and systematic attempts to understand and visualize these invis-
ible stimulation processes provide us with a logical tool that can directly 
connect us with the ontological reality, albeit through many iterative steps. 
(We have been significantly underutilizing this IPM-E tool. For photode-
tection, it is the dipolar stimulation, induced in the photodetector by the 
oscillating E-vectors of the incident light, which corresponds to the onto-
logical reality.)

 6. Always Requires a Finite Duration: Transformations in the interactants 
from one specific state into another specific state requires “quantum com-
patibility sensing dancing period” between interactants before they can 
acknowledge the force of interaction as a legitimate stimulation and then 
exchange energy and then undergo the measurable transformation (transi-
tion). (Photoelectron release requires stimulation for at least one cycle to 
establish the resonance between dipolar undulation frequency of the bound 
electron and the stimulating frequency of the incident light beam.)

 7. Impossibility of Interaction-Free Transformation: The above set of self-
consistent logical arguments clearly implies that we cannot observe any 
measurable transformation unless the entities under study interact with 
each other under the guidance of some allowed force operating between 
them. (The detecting dipoles cannot release photoelectrons unless the inci-
dent light directly impinges on the detector.)

 8. Perpetual Information Retrieval Problem: Our theory-constructing 
enterprise suffers from perpetual information retrieval problem for the 
following reasons: First, we have not succeeded in constructing any 
instrument that has 100% fidelity in transferring all the quantitative data 
(information) it generates as secondary transformations induced by the 
primary transformations experienced by our chosen interactants. For 
example, the high-frequency information regarding a photocurrent gets 
cut off by the slow time constant of the associated LCR circuit. Second, 
we have never succeeded in setting up an experiment where the interac-
tants can experience all the allowed forces that could introduce various 
measurable transformations in the same experiment helping us to con-
struct a unified theory with all the forces in nature. So, we are unable 
to gather all the four force-related properties of any entity in any single 
experiment.

 9. Information out of Transformations: Useful information is always limited 
by our subjective human interpretation of some observable transformation. 
The interpretation may be reproducible, but it does not exist independent 
of a physical transformation triggered in an experiment. In other words, 
information is what we make out of our observations, and hence, it is very 
subjective as it depends on who interprets it. The objective part lies with the 
interaction process that exist hidden within the interactants and is deter-
mined by the allowed force of interaction between them.
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Thus, the root behind our Measurement Problem is the loss of some real informa-
tion and some information that could never be directly extracted out of the entities 
we study through any experiment. This lost and unknown information cannot be 
recovered unequivocally by some elegant mathematical theorems! Only our creative 
imaginations can fill this information gap, which, then, has to be refined through 
repeated iterative reconstruction of the working theories by gathering feedback 
through process-visualization approach (IPM-E) and thereby inch forward closer 
and closer to the ontological reality. Evidence-based knowledge is definitely the best 
knowledge, however, by itself, it is insufficient for us to extract the complete story 
out of nature.

12.6.2  DiSSecting the theorizing proceSS

Now that we realize the fundamental limit in our capability to gather complete infor-
mation about anything through any set of experiment, we need to figure out how to 
improve on our currently successful theorizing method by dissecting the thinking 
process, as per reductionism and emergentism [12.1f,g, 12.35a,b] so we can critically 
analyze each step separately to enhance our IPM-E guided iterative progress. The 
issue is how to ensure that we do not get stuck in a dead-end street. Our measured 
data represent a set of precise logical numbers. Our hypotheses that guide us in the 
construction of a theory are based on finding logical patterns among diverse obser-
vations. Our successful theories are all based on pure mathematical logics. Such a 
logical approach has been consistently yielding better and deeper understanding of 
natural phenomena. Accordingly, it is safe to assume that our cosmic universe is 
evolving under the guidance of a set of cosmic rules or laws, which themselves are 
interconnected by a set of cosmic logics. Hence, we are dividing our theory con-
struction process into three steps for the convenience of analyzing them separately, 
as well as collectively. This is important because we have already accepted that all 
theories will always be incomplete and must be iteratively improved upon. The ques-
tion is how we define our logical reference platform that can keep on providing us 
with necessary feedbacks for continuous and iterative advancements.

 1. Introspective logics or hypotheses logics: A pioneering scientist groups 
a set of observations that appears to be interrelated, but all the necessary 
information is still not available to us through diverse measurements. The 
pioneer, then, refines his mental logics by searching for conceptual continu-
ity among the diverse observations by imposing some logical congruence 
upon them. Then the knowledge gap is broached by imposing some new 
behavioral characteristics on nature. For example, Einstein conjectured 
that the velocity of light should be constant in all frames of reference to 
eliminate the need for unobservable ether, and it appears to be working. 
Unfortunately, he has not given us any explanation that is based on the 
visualizable physical process. In absence of a stronger and better theory, 
we keep following Special Relativity. The reader may note that a pioneer’s 
construction of an inquiring question and solution will always be deeply 
influenced by the prevailing scientific and sociocultural paradigms. This is 
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the step where we need a fundamental shift in framing our question before 
hypotheses logics: What are the ontological physical processes, albeit invis-
ible, that are giving rise to the observable data?

 2. Mathematical logics: On the basis of the data and hypotheses, the pioneer 
scientist constructs a mathematical relationship that gives a comprehensive 
structure to the refined set of hypothesis. The resulting theory equates the 
hypothesized cause (or behavior) of nature with the observed effects. The 
algebraic symbols usually refer to the various intrinsic behavioral param-
eters of nature and those of interactants used in a measuring instrument. The 
mathematical operators, used in the equation to represent interrelationships 
between the physical parameters, are supposed to represent nature-allowed 
operations (nature’s force-guided interactions) between the parameters of 
the interactants. Thus, the symbols and the operators in a theoretical equa-
tion are supposed to directly capture the interaction processes in nature that 
give rise to measurable data. In QM, Schrödinger’s ψ-function is a nonreal 
complex function and supposed to be an abstract mathematical probabil-
ity only, without directly representing any physical parameter of the object 
under study. But ψ ψ∗  consistently yields correct measurable real numbers. 
We find this methodology of thinking to be incongruent with the desired 
primary starting assumption that nature is real. On the basis of its perva-
sive successes, we believe that QM has more realities built into it than the 
Copenhagen Interpretation has allowed us to extract from it (see Chapters 3, 
10, and 11). The structure of QM theory and its built-in confusing interpre-
tations have evolved under the dominant scientific paradigm of MDM-E, 
which guided us to accept our incomplete knowledge of wave–particle dual-
ity as the final reality of nature. Mathematical theories, by definition, are 
constructed based on rigidly closed set of mathematical logics. One cannot 
find its logical flaws by arguing from within the same set of self-congruent 
logical system. Ad hoc insertion of hidden variables [12.40b] within the 
logically closed QM formalism cannot succeed in extracting ontological 
reality out of the theory that has not been designed for that purpose. It will 
naturally show logical self-consistency. Broader debates to extract ontologi-
cal reality out of the QM will remain unresolved. Nature can be modeled as 
nondual only if our starting logical platform is nondual, both in hypotheses 
and in mathematical structure. In other words, formulating the foundational 
hypotheses to explicitly seek out ontological realities, using IPM-E, or a 
better epistemology when available, must be the starting platform.

 3. Cosmic logics (accessed through understanding interaction processes): 
Because of our approach to understand the observable cosmic system 
has been consistently successful by applying the above-mentioned logi-
cal approaches, we should rationally accept that rules of operation in 
the cosmic system follow well-defined set of logics. Let us name them 
as cosmic logics. However, we should restrain ourselves from assigning 
these rules discovered by our current theories (work in progress) as the 
final comic logics, or the final cosmic laws governing the universe. Let 
us recall that none of our measurements and interpretations, singly or 
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collectively, could guarantee retrieval of 100% relevant information about 
any phenomenon we study. At a deeper level, none of the relevant interac-
tion processes are directly observable to us, whether classical or quantum 
mechanical (nature does not classify them as such). We suffer from an 
information retrieval problem, which we supplement by using our neu-
ral network dominantly structured to interpret limited sensorial inputs 
(including instruments) dictated by our evolving cultures of epistemic 
thinking. This is why we need to explicitly start to incorporate IPM-E 
to complement the prevailing MDM-E so we can avoid getting stuck in a 
logically self-consistent path that is not leading us toward the ontological 
reality of our cosmic system. We should recognize our working theories 
as “working rules”; without calling them “Laws of Nature”!

12.7  HIGHLIGHTS OF THE BOOK AND ITS ACCOMPLISHMENTS

We are seeking to understand, visualize, and appreciate the ontological reality behind 
the nature of light. Let us very briefly review the contents of the book in light of the 
methodology of thinking just presented. The core content of the book derives from the 
application of the process-driven concept of SE (Superposition Effect), which replaces 
the mathematical Superposition Principle (SP) in view of the NIW property, albeit 
neglected for centuries. We believe NIW is closer to ontological reality, than MIW 
(Mutual Interaction between Waves). However, it is not yet widely accepted that propa-
gating waves in the linear domain do not interact (or interfere) with each other; even 
though it is built into our key wave equations, which accepts linear combination of 
multiple sinusoids as sustainable (allowed linear) waves. Physics has yet to formalize 
the existence of any force of interaction between cross propagating or copropagating 
waves in the linear domain. So, the NIW property and its consequences should have 
been explicitly recognized for at least about 200 years, dating from the time Fresnel 
formulated the Huygens principle (1678) as a mathematical theory (1816) using his 
interference principle, which is now the backbone of physical optics. To appreciate 
our modest attempt to promote the necessity of being aware of one’s methodology of 
scientific inquiry, let us briefly recapitulate observations made in the previous chapters.

12.7.1  highlightS of the book

Chapter 1. We have identified a series of contradictions that are now being 
used to explain various optical phenomena. These are results of not 
accepting the NIW property explicitly.

Chapter 2. Here we present logical arguments and a series of experiments to 
demonstrate that well-defined wave groups can cross-propagate or copropa-
gate through each other and then reemerge unperturbed without interacting 
(interfering) with each other as long as the medium is noninteracting and 
linear in response to all the waves.

Chapter 3—Superposition Basic: Mathematically, we just need to replace 
the traditional “summing of wave amplitudes” by “summing of conjoint 
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amplitude stimulations carried out by the detecting dipoles.” Replace SP 
(mathematical superposition principle) by SE (superposition effects as 
experienced by detectors), because SP promotes the misconception, MIW 
(Mutual Interaction between Waves), rather than accepting the reality of 
NIW property (non-interaction of Waves).

Chapter 4—Diffraction: Here we discuss that Huygens–Fresnel diffraction 
integral, representing summation of secondary sinusoids (wavelets), obeys 
the NIW property; so does Maxwell’s wave equation. SE works only through 
the process described by the acronym SP. A detector array placed at any 
forward plane will display the recorded intensity as the square modulus of 
the HF integral because the detector carries out this physical quadratic algo-
rithm to absorb energy from the composite field. The HF amplitude integral 
continues to represent the unperturbed spatial expansion of all the second-
ary wavelets, as if they are not experiencing each other’s presence while 
evolving.

Chapter 5—Spectrometry: Traditional spectrometers (gratings and Fabry-
Perot’s) are linear amplitude replicators of the incident beam into a train 
of periodically delayed set of new beams. Our approach recognizes spec-
trometers’ characteristic time constants and their temporal evolutionary 
behavior by propagating carrier frequency of time finite pulses, instead of 
propagating noncausal Fourier monochromatic modes. Resolving power is 
never limited by the Fourier bandwidth product; there is no time-frequency 
uncertainty limit in nature, δνδt ≥ 1. Limits of human-invented theories and 
experimental devices should not be assigned as principles of nature.

Chapter 6—Coherence: We replace the prevailing “coherence property of 
waves” by measurement-driven property, “correlation property of detec-
tors,” and recognize their (1) intrinsic quantum mechanical “time averag-
ing” property and their (2) system-driven “time integration” property. A 
wave packet is always a “coherent collective bundle” in nature. It is never 
incoherent. 

Chapter 7—Laser Mode Lock: We replace the prevailing “mode lock” con-
cept (modes sum to create energy pulses), by the “synchronous time gating” 
behavior of intracavity phase-locking devices, which allows the emergence 
of energy pulses out of the cavity.

Chapter 8—Dispersion: We drop the concept and the theory of “group veloc-
ity.” It is based on the noncausal SP as it accepts MIW (mutual interac-
tion of waves) as assumed reality, while ignoring the factual reality, the 
NIW property. We should always propagate the source-generated carrier 
frequency contained in a pulse.

Chapter 9—Polarization: We drop the concept of elliptical polarization. 
E-vectors do not sum to spin helically. Wave interactions with the bound-
ary molecules and/or bulk materials of optical components that modify the 
propagations of all the Ex’s and Ey’s, are correctly modeled by the Jones’ 
matrix method. This method, just like the HF integral, has the NIW prop-
erty built into it. We should always propagate the source-generated carrier 
frequency contained in a pulse.
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Chapter 10—Photons: Photons are noninteracting and diffractively expand-
ing classical wave packets conforming to QM frequency and energy 
requirements. They are not indivisible quanta. We should not assign the 
QM properties of photoelectrons to photon wave packets. Properly polar-
ized light beams and the stimulations induced by the orthogonal E- and 
B-vectors can be modeled as angular momentum of material particles. 
However, we should not assign these characteristic responses of particles 
as those of the waves.

Chapter 11—Optics, Relativity, and Space: We replace “space as a vacuum” 
by space as a Complex Tension Field (CTF). We reinstate the old concept 
of “ether” by the enhanced postulate of “CTF.” EM waves crossing the 
entire universe with a steady and very high velocity, = ε µ−c /2

0
1

0 , without 
further support from the emitters, while also crossing through each other 
without interacting, requires them to be linear undulations of a physical 
tension field. The NIW property requires CTF. Existence of a stationary 
CTF demands revitalizing physics through iterative reevaluation of all fun-
damental postulates behind all major “working” theories.

Chapter 12—Evolving Scientific Enquiry: This is the ongoing current chap-
ter that summarizes the evolution of past thinking in modeling nature and 
how we should keep on modifying our thinking to assure that we can keep 
on seeking ontological realities of nature without stagnation.

12.7.2  apply occam’S razor to reDuce the number of hypotheSeS

The concepts developed in this book may appear to be proposing unusually bold pos-
tulates and hypotheses, but they are based on established principles of causality and 
commonsense physics, which also encourages us to make the following suggestions 
to bring back causality in all branches of physics.

 1. Replace Einstein’s “indivisible quanta” by Planck’s divisible classical 
wave packet, while accepting the reality that binding energies of all photo-
electrons are quantized in all materials: Our instruments can register only 
“clicks” because released photo electrons are discrete.

 2. Replace Dirac’s statement “A photon interferes only with itself” by “A 
detector’s simultaneous stimulations due to multiple excitations engender 
superposition effect.” Frequency resonant detectors are at the root of engen-
dering superposition effects, whether classical or quantum.

 3. Replace Dirac’s photon as an “infinite Fourier mode of the vacuum” 
by “classical time-finite wave-packet mode of the vacuum” enforced on the 
CTF, excited by electrical dipoles like radio antenna, atoms, and molecules.

 4. Replace Born’s interpretation of ψ as an abstract “mathematical 
probability amplitude” by “real physical undulatory stimulation of inter-
nal structure of particles.” This also eliminates the need for de Broglie’s 
“pilot waves.” The square modulus of the complex Psi-function models 
the brief time averaging process when the resonance is identified before 
energy exchange through quantum transition.
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 5. Replace de Broglie’s “pilot wave” by “harmonic frequency proportional 
to its kinetic energy.” A principle of nature should not diverge under realis-
tic conditions. De Broglie relation diverges as the speed of a particle tends 
to zero: λ = h/p → ∞ as v → 0.

 6. Drop Bell’s “inequality theorem” as the guide to accept completeness of 
QM formalism. It does not mathematically model the physical process of 
SE in interferometry, and hence, it promotes the acceptance of a noncausal 
concept of nonlocality in superposition effects without having any founda-
tion in modeling nature.

 7. Replace Heisenberg’s “uncertainty principle” with “information retrieval 
problem.” It is not a principle of nature. It is the human limitation of extract-
ing all possible information about any natural entity we try to study.

 8. Replace Einstein’s “relativistic Doppler effect” by “classical Doppler 
effect.” Doppler shift suffered by a wave packet as it emerges out of a mov-
ing source is real, and persists as it propagates through CTF. Different mov-
ing sensors will perceive this same wave packet as having different carrier 
frequencies. Consistent success of the QM rules behind spontaneous and 
stimulated emissions require this proposed modification.

 9. Replace Hubble’s cosmological red shift as due to “relativistic Doppler 
shift” by a better physical phenomenon to be refined to accommodate 
the measured distance dependent cosmological red shift. It could be that 
the contents in the CTF is mildly dissipative. The postulate “Expanding 
Universe” may have to be revised.

 10. Replace “wave-particle duality” by separate physical realities for waves 
and for particles. We should not convert our lack of knowledge, clearly 
implied by the word duality, into a definitive new knowledge as if that is 
the rule of nature.

 11. Replace “4-D space” by “3-D space.” We have not yet found any physical 
entity that has continuously running time as one of its measurable physi-
cal parameters and influences the temporal evolution of everything else. 
Primary parameters of a theory should be directly measurable physical 
parameter of some physical entity. We always measure frequency of some 
physical object and invert it to obtain a reference time-interval. Such fre-
quencies are physically alterable, but not the running time.

 12. Accept “Entanglement” only conditionally: All physical interactions are 
local in the sense that the inetractants must be within each other’s physical 
sphere of force field. Particles cannot remain entangled beyond the range of 
the QM allowed force of interaction.

12.8  CONGRUENCY BETWEEN SEEKING “ONTOLOGICAL 
REALITY” AND “SUSTAINED EVOLUTION”

The quotations presented at the very beginning of this chapter clearly imply that 
evidence-based knowledge is definitely the best knowledge we have so far. Yet, 
by itself, it is insufficient to guarantee that we are definitely along the right path 
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for our continued enquiry into ontological truth, or the real physical processes 
that are driving the cosmic evolution. It is clear that mathematics is the best tool 
we have  invented so far to advance analytical and quantitative science. However, 
from the diverse biological intelligences presented in Figure  12.1, it is also evi-
dent that the current human mathematical tools alone are not the exclusive guide to 
assure us that we will not be diverging away from the correct path for our continued 
exploration of the ontological realities. We have yet to discover the final methodol-
ogy of thinking that can assure us that our inquiry of nature is moving along the 
right path based only on evidence-based knowledge (reproducible measurable data 
or MDM-E). The success of MDM-E has been facilitated by the subtly embed-
ded epistemology of reductionism [12.43] and energy conservation (emergence of 
measurable data through exchange of energy). It is natural for any species to bite 
out only a very small segment out of the vast unknowable food-providing system 
(the biosphere), which is manageable for understanding. Humans have been refin-
ing this approach as reductionism through the invention and persistent develop-
ment of our mainstream mathematics over several millennia. However, the limits 
of reductionism have now been well recognized [12.1g,f, 1.15, 12.34], and we are 
now using a two-pronged approach by combining reductionism and emergentism as 
a grand synthesis of consilient epistemology [Chapter 6 of 1.6, 1.13, 12.38], which 
can be holistically stated as being evolution congruent. Emergence of staggeringly 
advanced innovative intelligence, displayed by amoebas by joining their collective 
hands in response to food shortages to promote life elsewhere for a few of their 
brethren did not require the evolution of a specialized organ like that of human 
brains consisting of 100 billion specialized neural cells [12.44]. Our pride as the 
most advanced biological species should not detract us from recognizing that quite 
sophisticated and advanced biological intelligence can emerge out of the DNA of 
a single cell, including the appreciation that collectively they can achieve much 
higher level of desired innovative tasks that are impossible to carry out individually. 
Intrinsic biological characteristics like the desire to live better, the belief in carry-
ing out higher levels of functional capability, maintaining the persistent faith in this 
capability of executing newer and newer difficult tasks, the hope to overcome sur-
vival threats with collective endeavors, and the imagination to construct desired new 
tools, or processes or technologies—all these characteristics together can be defined 
as the love to fully enjoy life forever. These qualities (capabilities) are not the exclu-
sive domain of advanced species like the human mind alone. Let us recognize that 
these complex and/or sophisticated behaviors always appear to be emergent out 
of complex structures. However, these structures are rule-abiding constructs out 
of elementary undulations of the cosmic vacuum. Our “conscious” brain function 
emerges out of the interactions between diverse neuron-cells; cells are built out of 
molecules; which are built out of atoms; which are built out of protons, neutrons 
and electrons; and these particles are resonant localized undulation of CTF (the 
cosmic vacuum). Hence, the cosmic vacuum must possess the potentiality of all the 
complex qualities that emerge out of macro bodies, whether galaxies or biological 
entities with self-awareness or consciousness [12.45, 12.46].

Let us then recognize that there is no force stronger than evolution. The state of 
our knowledge about the universe has not yet reached the stage that we can conquer 
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nature or the cosmo-sphere! We, and the vast living biosphere together, represent a 
minuscule spec in the grand design of the evolving cosmo-sphere.

The best choice or, effectively, the only choice, for us is to proactively and consciously 
become evolution congruent in all of our human enterprises, social engineering, and 
nature engineering. We must also explicitly recognize that the biospheric evolution 
is inseparably collective. Our body, constituting 10 trillion human cells, is still being 
nurtured by another micro-biome of 100 trillion symbiotic bacteria of wide varieties 
[12.47].

Defiance against evolution in favor of ancient working social engineering theories, 
defiance against the responsibility to choose activities congruent with the collective 
well-being (individual happiness), in favor of priority for abstract individual free-
dom, will eventually push us to become Knowledge Age Neanderthals.

The physical processes behind natural evolution do not appear to have a single 
predetermined outcome either, whether biological or cosmological. Causal but 
multiple statistical outcomes are at the root of diversity in the universe, whether 
triggered by classical or quantum interactions. This statistical propensity of nature 
should not be artificially divided as totally separate phenomena. Innumerable bio-
logical functions, going on in any macro (classical) human body at any moment, are 
essentially driven by quantum mechanical interactions between diverse molecules. 
And diversity is also at the root behind our creative universe, while engendering 
the profoundly important platform for sustained evolution. Different propensities for 
different outcomes in any allowed interaction may appear to be somewhat elusive to 
our limited understanding, but that does not make the universe either noncausal or an 
illusion like a holographically reconstructed image [12.48]. It is the symmetry in the 
elementary oscillations (particles and waves) that provides them with the necessary 
stability. But their stable oscillations create potential gradients around themselves 
(Chapter 11), and hence the propensity for forces of interaction or asymmetry around 
themselves. This is the origin of the intrinsic dialectical behavior we observe in the 
cosmic system. Consequent interactions drive physical transformations. The resul-
tant products are pushed to collectively achieve the minimum possible energy states 
for newer stability. However, the bigger assembly creates newer emergent potential 
gradients for newer interactions and the cycle goes on, both in the inanimate galactic 
and in the animate biological world. On the grand scale, as if the space, as a living 
complex tension field, or as a sea of quivering quarks, is entertaining its own body by 
nurturing rule-abiding perpetual dances of creation and destruction [12.45, 12.46].

Our far-sighted choices, made while zigzagging our way through attempts to 
enhance our knowledge-gathering methodology, will determine our future along one 
of the many possible congruent paths. Humans do not have a predetermined single 
destiny. Our sustained evolution will split into many successful paths provided they 
all are definitely congruent with the overall set of operational cosmic logics. We 
do not yet know enough to declare nature to be noncausal while at the same time 
structuring all of our fundamental working theories that equate hypothesized causes 
(forces) to the observed effects, using quite rigid mathematical logics. We do not yet 
know enough to declare that the ontological reality is inaccessible to our creative 
imaginations. In other words, we should keep on insisting on visualizing the invisible 
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interaction processes going on in nature that give rise to the measurable data; even 
though the Copenhagen School advises us otherwise [12.22–12.26]. If we keep on 
asking to understand the ontological reality, and meaning and purpose of this cre-
ation and our role in it, we will eventually discover it.

Our scientific inquiry and the concomitant methodology of thinking, must be 
guided by a rigorous and reproducible process that is continuous and retraceable as 
we continue to evolve without going through revolutionary disruptions in our episte-
mology, which has been the history of physics during the last few millennia [12.28]. 
How can we derive the assurance that the proposed IPM-E will always keep us in step 
with our desire to be dynamic and yet evolution congruent? Further, our knowledge 
of the universe is still quite limited. So, it would be impossible to claim any ultimate 
assurance that IPM-E is the final epistemology. However, IPM-E, or the interaction 
process mapping epistemology, itself has been defined to be a changing system of 
thinking to remain evolution congruent, not as another paradigm with its built-in 
final structure. This evolution congruency is further underscored with the choice of 
the word “map” in IPM-E. Since we cannot take pictures of the invisible interaction 
processes at the deepest levels, we have to imagine the maps of the processes and 
patiently, through generations, keep on iterating them towards perfection. A map is 
not the real terrain; but it can be refined iteratively and indefinitely to get closer and 
closer to real terrain with an accuracy approaching high-resolution photographs. It 
is the faculty of human imagination that allows us to step outside our body, study 
everything around us, and relate to it. But we must remain vigilant that we do not 
accept “seeing is believing.” Colors are evolution-dictated biological interpretation; 
they are not objective properties of light; the frequencies are. Trying to be evolution 
congruent is a double-edged sword! We must take advice from Francis Bacon [12.1a].

Thus, the purpose and the path for scientific inquiry need to be clearly articu-
lated. The purpose needs to be explicitly defined as seeking ontological realities 
behind natural evolution and the path should be the visualization of the invisible 
interaction processes that are creating all the diverse evolutionary transforma-
tions. This is congruent with our desire for perpetual evolution through our prog-
enies as a species. If we do not explicitly seek out ontological realities, we will not 
find them. Tools and technologies ensure our biological evolution, and emulation 
of nature-allowed processes facilitate the continued inventions of necessary diverse 
technologies. The persistent acts of process visualization, our DNA-provided emer-
gent faculty of imagination (liberation), must be prudently utilized to override the 
embedded interpretations (like color) in our neural network by the same DNA for 
our successful evolution. Thus, IPM-E is a better thinking tool. It accepts the key 
strengths of the prevailing MDM-E, which is gathering of evidence-based knowl-
edge through systematically reproducible experiments. But IPM-E will guide us 
away from getting dangerously wedded with evidence-only-based theories that may 
be incongruent with our sustainable evolution. We are proposing that the primary 
purpose of structuring the foundational hypotheses behind the construction of any 
theory should be to facilitate the visualization of the invisible interaction processes 
that generate the measurable data for validation of the theory. We also suggest that 
the foundational hypotheses behind the prevailing working theories should also 
be reconstituted. Einstein’s hypotheses of indivisible quanta, and his photoelectric 
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equation for energy exchange, were framed to model the existing observable data. If 
Einstein’s primary attention was to visualize the physical processes executed by the 
bound electrons, amplitude–amplitude stimulation, before electrons get released, 
he would have discovered quantum mechanics. The concept of dipolar undulations 
by bound charges were already there. The inherent concept behind IPM-E is very 
ancient, as we have mentioned earlier. Without articulating so, our forefather engi-
neers used this epistemology, and kept on inventing newer technologies. And the 
history continues even today. We are in the Knowledge Age due to engineering feats 
accomplished by our communication engineers in inventing techniques and tech-
nologies to generate, manipulate/modulate, propagate, and detect electrons and EM 
waves. Yet, none of us still know the precise structure of either electrons or photons. 
When we learn to visualize the very processes that create electrons and photons, our 
technologies will become far more advanced than we can imagine now.

However, IPM-E cannot take hold in our scientific endeavor unless the human 
societies, or their representative cultures, accept the concept of becoming evolution 
congruent. We have underscored earlier that framing the question determines the 
answer we can get when we try to postulate foundational hypotheses for a potential 
theory. The culture and its embedded human purpose dictate how we frame our 
questions. The desire to continue to live forever through our progenies should be lev-
eraged to consciously reorient all of our cultures to become congruent with nature’s 
evolutionary vector, while maintaining separate cultural diversities to remain in tune 
with the generic principle of diversity; no individual philosophy, or no specific cul-
ture, has yet reached the maturity to become the sole guide.

We must also structure our enquiring theories such that they provide us with mech-
anisms for very frequent feedback from nature. This would allow persistent incre-
mental improvements in our hypotheses and theories, instead of waiting for some 
major disruptive revolution after a big mistake. All biological species have adopted 
this strategy since the beginning of evolution. Sustained enhancement in biological 
intelligence has been happening through frequent proactive and purposeful actions, 
which trigger and generate useful feedbacks for continuous learning. Constructing 
purposeful actions require well-defined purposeful vision behind our inquiry, which 
should be endless such that our motivation behind the technological and scientific 
inquiry becomes more and more energized as we keep on advancing in our purpose. 
Again, this indomitable purpose is our innate desire for sustained evolution, beyond 
global warming [12.49] and beyond solar warming [12.50]! What technologies do we 
need to invent to manage global warming? What scientific advancements we must 
achieve to ensure the inventions of the necessary technologies? Have we ever carried 
out any really successful geoengineering technology [12.51] on a planetary scale? 
We cannot venture to move to another planet without having demonstrated such tech-
nologies repeatedly and successfully. Do we have any rocket technology worthy of 
interstar or intergalaxy travel [12.52]? Do we not need to settle the question whether 
space is really a vacuum or a complex tension field [12.53]? If it is a tension field, can 
we figure out how to utilize its dormant tension energy, which is available at every 
point and everywhere around us and in space [11.15,12.54]?

Centuries of history tells us that the sustained desires of individual scientists to 
unravel the mysteries of the universe cannot be realized within a single lifetime. So 
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we do not have any choice but to revitalize our attention to proactively nurture the 
inquiring minds of our children so they can appreciate the significance of seeking out 
ontological realities for the sake of our sustained evolution. Genetically, the children 
are endowed with insatiable inquiring minds and unbounded capacity of imaginations. 
Anybody, who has raised or is raising two-year-olds, is aware of these evolutionary 
gifts in every child. Ancient tribal cultures have evolved to ensure the survival of the 
entire tribe against all the ancient existing threats to the tribe by “properly” training 
and controlling their children toward adulthood. Many of this cultural training is still 
embedded in modern cultures so deeply that by the time modern children come out of 
their schools and colleges, most of them lose their bubbling inquiring minds, and sim-
ply conform to what they have already been taught as the final knowledge. We claim 
to be a very advanced species, yet we do not nurture our children to become seekers 
of ontological reality. It gets worse: modern physics actually inculcates the belief that 
ontological reality cannot be accessed by our theories. This last part is correct—if we 
design our theories to model only measurable data; then that theory cannot naturally 
lead to the discovery of the ontological reality, except by accident.

The human paradigm of the ownership of private property, and the concomi-
tant responsibility to maintain and nurture the property, must now be extended 
to nurture our bigger home, the spec of blue biosphere floating in infinite space. 
Our scientific knowledge, gathered up to now, tells us that we cannot thrive with-
out maintaining the sustainability of the biosphere, which functionally implies that 
we must proactively learn to promote the collective well-being of all the species. 
Diversity is at the root of the success behind the magnificent biospheric evolution, 
of which we are a small part. “Diversity” is not just a politically expedient word. We 
must consciously co-opt this successful natural rule of biodiversity in the domain of 
human culture as concept diversity, leading to culture diversity. We must proactively 
nurture all those diverse concepts that promote varieties of cultures that conform to 
and enrich our grand vision of sustained and purposeful evolution [12.55]. It is time 
for us to graduate out of the prevailing tradition of accepting the rule of one major 
revolutionary paradigm after another, as in the past. We are a gift of the biologi-
cal evolution process, and so is our mind—and so should be our cultures [12.56]. 
We now need to shift from ad hoc and haphazard development of our cultures to 
consciously constructing diversity of purposeful cultures that are congruent with 
the principles behind continuous and steady biological evolution. Our enlightened 
cultures, in the domains of both social engineering and nature engineering, must 
welcome conceptual diversity. Inquiring minds of children should be encouraged to 
imagine and develop diversity of concepts that conform to their sustainable evolu-
tion. Without critical oversight facilitated by a diversity of concepts, we may stick 
to a set of working theories that may lead us into a path of unsustainable evolution 
and away from the path to the ontological reality.

Let us again underscore the need to inculcate the necessity of being aware 
of logics and methodologies of our thinking from early childhood. Children 
need to learn to be aware that our knowledge about everything is limited and 
we successfully live with subjective realities, in contrast to what are ontological 
realities. This point can be illustrated using a trivially obvious set of observable 
phenomena like speeches, music, storms, and cyclones. These are now all highly 
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advanced and complex fields of science and technologies and are still evolving. 
But they are just diverse emergent properties of a common source of energy, the 
pressure-tension field held by the air, which is a thin layer of atmosphere around 
our spherical globe. The origin of the tension energy is due to the gravitational 
attraction of Earth on each and every air molecule, which generates a compressive 
stress in the bulk air, resulting in the emergence of pressure tension. Winds and 
storms are all due to pressure variations, orderly or disorderly. The substrate that 
manifests the pressure tension is the air under the compressive stress, imposed by 
the gravitational force. Macroscopically speaking, this is the ontological reality 
behind the propagation of our speeches, music, storms, and cyclones from one 
place to another. Of course, orderly speeches and music, a linear response to 
perturbations of the pressure tension field, will be highly distorted in nonlinear 
cyclonic environment.

Now, what about exploring the deeper ontological reality behind the elemen-
tary particles at the bottom that create the atoms, which create the molecules 
of air and also all the biological molecules and DNAs, and then the emergence 
of humans with emergent capabilities to read and write? We are very far from 
developing the ultimate methodology of thinking that will guide us to visual-
ize the microscopic universe such that it seamlessly allows us to visualize the 
emergence of all the observable macroscopic complexities out of the cosmic 
substrate.

There is no vision for us that has higher pragmatic value than seeking sus-
tained evolution by conforming to the rules of evolution and hence persistently 
seeking the ontological realities of nature. Our current state of knowledge about 
the cosmic evolution is so meager that it is futile for us to declare any theory as 
the final one, or declare war against evolution. Let the inquiring minds of all 
future generations keep on developing technologies to explore the vast cosmic 
system while intellectually evolving to figure out the meaning and purpose of 
the universe and our possible proactive roles in it. We need to recognize that the 
global Internet system has brought the potential reality of the dreams of many 
past and present thinkers to promote Self Actualization For Everybody (SAFE) 
around the globe. Our Children just need to repeatedly hear and read that we do 
not have any final theory for any field of human endeavor, whether it is for social 
engineering or for nature engineering. Their mind will be simultaneously chal-
lenged and energized by recognizing that the vast universe lies before them for 
limitless and perpetual explorations! Our desired very long lasting evolutionary 
SAFE-ty will be assured only when our future generations become evolution 
congruent space travelers and cosmic thinkers while evolving out of the rut of 
anthropic thinking only.

It is high time for us to consciously re-construct a purposeful and consilient meth-
odology of thinking to keep on discovering the processes behind our inter-dependent 
natural evolution. The physical or ontological reality, of nature cannot be understood 
unless we start framing our enquiring questions that are firmly grounded through the 
over-riding purpose and needs for our collective evolution driven by logics behind 
physical reality.
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A Causal Photon Model for Optical Scientists & Engineers

Causal Physics: Photons by Non Interactions of Waves redefines the math-
ematical Superposition Principle as an operational Superposition Effect; which is 
the measurable physical transformation experienced by a detector due to stimula-
tions induced by multiple waves simultaneously acting on the detecting dipoles. 
This light–matter interaction process driven model emerges naturally by incorpo-
rating the observed properties, Non-Interaction of Waves (NIW) and quantized 
photo detectors needing to fill up their “quantum-cups” with the required 
quantity of energy from all the stimulating waves around it. By not incorporating 
this NIW-property explicitly, quantum mechanics failed to extract various embed-
ded realities in the theory while incorporated unnecessary hypotheses like 
wave–particle duality. The book utilizes this NIW-property to explain all the major 
optical phenomena (diffraction, spectrometry, coherence) without using any 
self-contradictory hypotheses that are prevalent now. 

An Unconventional Book for All Physicists

The text redefines the old ether (constituting the space) as a stationary Complex 
Tension Field (CTF), holding all the energy of the universe (no need for Dark 
Energy of Dark Matter). CTF sustains perpetually propagating EM waves as its 
linear excitations and the particles as self-looped localized resonant non-linear 
excitations. The two of the tensions,    and   , are identified by Maxwell as  
then the velocities of emitting and detecting atoms through the CTF contribute to 
the Doppler Shifts separately. This calls for re-visiting physical processes behind 
Hubble Redshift and hence Expanding Universe.

Novel Strategy for All Critical Thinkers: Visualize the Invisibles

The success of the book derives from a novel thinking strategy of visualizing the 
invisible interaction processes, named as Interaction Process Mapping Epistemol-
ogy (IPM-E). This is over and above the prevailing strategy of Measurable Data 
Modeling Epistemology (MDM-E). The approach allows the next generation of 
physicists to recognize that the “foundation of the edifice of physics” has not yet 
been finalized. IPM-E will stimulate more of us to become technology innovators 
by learning to emulate the ontologically real physical processes in nature and 
become more evolution congruent.
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